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1 Introduction

In order to survive - at least on the species level - we continually need to make decisions:

e "Should I cross the road?"

e "Should I run away from the creature in front of me?"
e "Should I eat the thing in front of me?"

e "Or should I try to mate it?"

To help us to make the right decision, and make that decision quickly, we have developed an
elaborate system: a sensory system to notice what's going on around us; and a nervous system
to handle all that information. And this system is big. VERY big! Our nervous system
contains about 10! nerve cells (or neurons), and about 10-50 times as many supporting
cells. These supporting cells, called gliacells, include oligodendrocytes, Schwann cells, and
astrocytes. But do we really need all these cells?

1.1 Keep it simple: Unicellular Creatures

The answer is: "No!", we do not REALLY need that many cells in order to survive. Creatures
existing of a single cell can be large, can respond to multiple stimuli, and can also be
remarkably smart!

Figure 1 Xenophyophores are
the largest known unicellular
organisms, and can get up to 20
cm in diameter!

Figure 2 Paramecium, or
"slipper animalcules", respond to
light and touch.

We often think of cells as really small things. But Xenophyophores (see image) unicellular
organisms that are found throughout the world's oceans, and can get as large as 20 centimetres
in diameter.
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And even with this single cell, those organisms can respond to a number of stimuli. For
example look at a creature from the group Paramecium: the paramecium is a group of
unicellular ciliate protozoa formerly known as slipper animalcules, from their slipper shape.
(The corresponding word in German is Pantoffeltierchen.) Despite the fact that these
creatures consist of only one cell, they are able to respond to different environmental stimuli,
e.g. to light or to touch.

And such unicellular organisms can be amazingly smart: the plasmodium of the slime
mould Physarum polycephalum is a large amoebalike cell consisting of a dendritic nework of
tube-like structures. This single cell creature manages to connect sources finding the shortest
connections (Nakagaki et al. 2000), and can even build efficient, robust and optimized
network structures that resemble the Tokyo underground system (Tero et al. 2010). In
addition, it has somehow developed the ability to read its tracks and tell if its been in a
place before or not: this way it can save energy and not forage through locations where
effort has already been put (Reid et al. 2012).

On the one hand, the approach used by the paramecium cannot be too bad, as they have
been around for a long time. On the other hand, a single cell mechanism cannot be as
flexible and as accurate in its responses as a more refined version of creatures, which use a
dedicated, specialized system just for the registration of the environment: a Sensory System.

1.2 Not so simple: Three-hundred-and-two Neurons

While humans have hundreds of millions of sensory nerve cells, and about 10! nerve cells,
other creatures get away with significantly less. A famous one is Caenorhabditis elegans, a
nematode with a total of 302 neurons.

Figure 3 Crawling C. elegans, a hermaphrodite worm with
exactly 302 neurons.

C. elegans is one of the simplest organisms with a nervous system, and it was the first
multicellular organism to have its genome completely sequenced. (The sequence was published
in 1998.) And not only do we know its complete genome, we also know the connectivity
between all 302 of its neurons. In fact, the developmental fate of every single somatic cell
(959 in the adult hermaphrodite; 1031 in the adult male) has been mapped out. We know, for
example, that only 2 of the 302 neurons are responsible for chemotaxis (“movement guided
by chemical cues”, i.e. essentially smelling). Nevertheless, there is still a lot of research
conducted — also on its smelling - in order to understand how its nervous system works!



General principles of Sensory Systems

1.3 General principles of Sensory Systems

Based on the example of the visual system, the general principle underlying our neuro-sensory
system can be described as below:

Signal ==* Collection ==* Transduction == Processing ==* Action
Figure 4 690

All sensory systems are based on

e a Signal, i.e. a physical stimulus, provides information about our surrounding.
e the Collection of this signal, e.g. by using an ear or the lens of an eye.

e the Transduction of this stimulus into a nerve signal.

e the Processing of this information by our nervous system.

o And the generation of a resulting Action.

While the underlying physiology restricts the maximum frequency of our nerve-cells to about
1 kHz, more than one-million times slower than modern computers, our nervous system still
manages to perform stunningly difficult tasks with apparent ease. The trick: there are lots
of nerve cells (about 10*!), and they are massively connected (one nerve cell can have up to
150'000 connections with other nerve cells).

1.4 Transduction

The role of our "senses" is to transduce relevant information from the world surrounding us
into a type of signal that is understood by the next cells receiving that signal: the "Nervous
System". (The sensory system is often regarded as part of the nervous system. Here I will
try to keep these two apart, with the expression Sensory System referring to the stimulus
transduction, and the Nervous System referring to the subsequent signal processing.) Note
here that only relevant information is to be transduced by the sensory system! The task of
our senses is NOT to show us everything that is happening around us. Instead, their task is
to filter out the important bits of the signals around us: electromagnetic signals, chemical
signals, and mechanical ones. Our Sensory Systems transduce those environmental variables
that are (probably) important to us. And the Nervous System propagates them in such a
way that the responses that we take help us to survive, and to pass on our genes.

1.4.1 Types of sensory transducers

1. Mechanical receptors
o Balance system (vestibular system)
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Hearing (auditory system)

Pressure:

o Fast adaptation (Meissner’s corpuscle, Pacinian corpuscle) ? movement

o Slow adaptation (Merkel disks, Ruffini endings) 7 shape Comment: these signals
are transferred fast

Muscle spindles

e Golgi organs: in the tendons

o Joint-receptors

. Chemical receptors

« Smell (olfactory system)

o Taste

Light-receptors (visual system): here we have light-dark receptors (rods), and three
different color receptors (cones)

. Thermo-receptors

o Heat-sensors (maximum sensitivity at ~ 45°C, signal temperatures < 50°C)

o Cold-sensors (maximum sensitivity at ~ 25°C, signal temperatures > 5°C)

e Comment: The information processing of these signals is similar to those of visual
color signals, and is based on differential activity of the two sensors; these signals
are slow

. Electro-receptors: for example in the bill of the platypus
. Magneto-receptors

Pain receptors (nocioceptors): pain receptors are also responsible for itching;
these signals are passed on slowly.

1.5 Neurons

Now what distinguishes neurons from other cells in the human body, like liver cells or fat
cells? Neurons are unique, in that they:

o can switch quickly between two states (which can also be done by muscle cells).

e That they can propagate this change into a specified direction and over longer distances
(which cannot also be done by muscle cells).

e And that this state-change can be signalled effectively to other connected neurons.

While there are more than 50 distinctly different types of neurons, they all share the same
structure:
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Figure 5 a) Dendrites, b) Soma, c¢) Nucleus, d) Axon hillock, e) Sheathed Axon, f)
Myelin Cell, g) Node of Ranvier, h) Synapse

e An input stage, often called dendrites, as the input-area often spreads out like the
branches of a tree. Input can come from sensory cells or from other neurons; it can come
from a single cell (e.g. a bipolar cell in the retina receives input from a single cone), or
from up to 150’000 other neurons (e.g. Purkinje cells in the Cerebellum); and it can be
positive (excitatory) or negative (inhibitory).

o An integrative stage: the cell body does the household chores (generating the energy,
cleaning up, generating the required chemical substances, etc), combines the incoming
signals, and determines when to pass a signal on down the line.

e A conductile stage, the azon: once the cell body has decided to send out a signal, an
action potential propagates along the axon, away from the cell body. An action potential
is a quick change in the state of a neuron, which lasts for about 1 msec. Note that this
defines a clear direction in the signal propagation, from the cell body, to the:

e output Stage: The output is provided by synapses, i.e. the points where a neuron
contacts the next neuron down the line, most often by the emission of neurotransmitters
(i.e. chemicals that affect other neurons) which then provide an input to the next neuron.
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1.6 Principles of Information Processing in the Nervous
System

1.6.1 Parallel processing

An important principle in the processing of neural signals is parallelism. Signals from
different locations have different meaning. This feature, sometimes also referred to as line
labeling, is used by the

e Auditory system - to signal frequency

e Olfactory system - to signal sweet or sour

e Visual system - to signal the location of a visual signal

e Vestibular system - to signal different orientations and movements

1.6.2 Population Coding

Sensory information is rarely based on the signal nerve. It is typically coded by different
patterns of activity in a population of neurons. This principle can be found in all our sensory
Systems.

1.6.3 Learning

The structure of the connections between nerve cells is not static. Instead it can be modified,
to incorporate experiences that we have made. Thereby nature walks a thin line:

- If we learn too slowly, we might not make it. One example is the "Eskimo curlew", an
American bird which may be extinct by now. In the last century (and the one before), this
bird was shot in large numbers. The mistake of the bird was: when some of them were shot,
the others turned around, maybe to see what's up. So they were shot in turn - until the
birds were essentially gone. The lesson: if you learn too slowly (i.e. to run away when all
your mates are killed), your species might not make it.

- On the other hand, we must not learn too fast, either. For example, the monarch butterfly
migrates. But it takes them so long to get from "start" to "finish", that the migration cannot
be done by one butterfly alone. In other words, no single butterfly makes the whole journey.
Nevertheless, the genetic disposition still tells the butterflies where to go, and when they
are there. If they would learn any faster - they could never store the necessary information
in their genes. In contrast to other cells in the human body, nerve cells are not re-generated
in the human body.



2 Simulation of Neural Systems

2.1 Simulating Action Potentials

2.1.1 Action Potential

The "action potential" is the stereotypical voltage change that is used to propagate signals
in the nervous system.

Action
potential

+40

Voltage (mV)
o

Threshold

-55 &tiations
-70 me
StimulusT
0 1 2 3 4 5

Time (ms)

Figure 6 Action potential — Time dependence
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With the mechanisms described below, an incoming stimulus (of any sort) can lead to a
change in the voltage potential of a nerve cell. Up to a certain threshold, that's all there is
to it ("Failed initiations" in Fig. 4). But when the Threshold of voltage-gated ion channels
is reached, it comes to a feed-back reaction that almost immediately completely opens the
Na+-ion channels ("Depolarization" below): This reaches a point where the permeability
for Na+ (which is in the resting state is about 1% of the permeability of K+) is 20\ *larger
than that of K4. Together, the voltage rises from about -60mV to about +50mV. At that
point internal reactions start to close (and block) the Na+ channels, and open the K+
channels to restore the equilibrium state. During this "Refractory period" of about 1 m, no
depolarization can elicit an action potential. Only when the resting state is reached can new
action potentials be triggered.

To simulate an action potential, we first have to define the different elements of the cell
membrane, and how to describe them analytically.

2.1.2 Cell Membrane

The cell membrane is made up by a water-repelling, almost impermeable double-layer of
proteins, the cell membrane. The real power in processing signals does not come from the cell
membrane, but from ion channels that are embedded into that membrane. Ion channels are
proteins which are embedded into the cell membrane, and which can selectively be opened
for certain types of ions. (This selectivity is achieved by the geometrical arrangement of
the amino acids which make up the ion channels.) In addition to the Na+ and K+ ions
mentioned above, ions that are typically found in the nervous system are the cations Ca2+,
Mg2+, and the anions Cl- .

States of ion channels

Ton channels can take on one of three states:

o Open (For example, an open Na-channel lets Na+ ions pass, but blocks all other types of
ions).

e Closed, with the option to open up.

e Closed, unconditionally.

Resting state

The typical default situation — when nothing is happening - is characterized by K+ that are
open, and the other channels closed. In that case two forces determine the cell voltage:

o The (chemical) concentration difference between the intra-cellular and extra-cellular
concentration of K+, which is created by the continuous activity of the ion pumps
described above.

o The (electrical) voltage difference between the inside and outside of the cell.

The equilibrium is defined by the Nernst-equation:

[X}o
[XJ;

EX:%IH

10
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R ... gas-constant, T ... temperature, z ... ion-valence, F ... Faraday constant, [X]o/i ... ion
concentration outside/ inside. At 25° C, RT/F is 25 mV, which leads to a resting voltage of

Ex = 22 log [y

With typical K+ concentration inside and outside of neurons, this yields Fx, = —75mV.
If the ion channels for K+, Na+ and Cl- are considered simultaneously, the equilibrium
situation is characterized by the Goldman-equation

V. — ﬂh’l PK[K+}O+PN(1[NCL+}O+PC[[Cl*]i
m— F PK[K+L+PNQ[NG+L+PC[[Cl*]o

nsn

where Pi denotes the permeability of Ion "i", and I the concentration. Using typical ion
concentration, the cell has in its resting state a negative polarity of about -60 mV.

Activation of Ion Channels

The nifty feature of the ion channels is the fact that their permeability can be changed by

o A mechanical stimulus (mechanically activated ion channels)

o A chemical stimulus (ligand activated ion channels)

o Or an by an external voltage (voltage gated ion channels)

e Occasionally ion channels directly connect two cells, in which case they are called gap
junction channels.

Important

e Sensory systems are essentially based ion channels, which are activated by a mechanical
stimulus (pressure, sound, movement), a chemical stimulus (taste, smell), or an electro-
magnetic stimulus (light), and produce a "neural signal', i.e. a voltage change in a nerve
cell.

« Action potentials use voltage gated ion channels, to change the "state" of the neuron
quickly and reliably.

e The communication between nerve cells predominantly uses ion channels that are activated
by neurotransmitters, i.e. chemicals emitted at a synapse by the preceding neuron. This
provides the maximum flexibility in the processing of neural signals.

Modeling a voltage dependent ion channel

Ohm's law relates the resistance of a resistor, R, to the current it passes, I, and the voltage
drop across the resistor, V:

V=IR
or
=gV

where g = 1/R is the conductance of the resistor. If you now suppose that the conductance
is directly proportional to the probability that the channel is in the open conformation, then
this equation becomes

I =gmaxxn*xV

11
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where gmax is the maximum conductance of the cannel, and n is the probability that the
channel is in the open conformation.

Example: the K-channel

Voltage gated potassium channels (Kv) can be only open or closed. Let a be the rate the
channel goes from closed to open, and 5 the rate the channel goes from open to closed

(K’U)closed % (KU)

open

Since n is the probability that the channel is open, the probability that the channel is closed
has to be (1-n), since all channels are either open or closed. Changes in the conformation of
the channel can therefore be described by the formula

= (1—n)a—nB=a—(a+B)n

Note that a and B are voltage dependent! With a technique called "voltage-clamping",
Hodgkin and Huxley determine these rates in 1952, and they came up with something like

a(V) — ‘/0._?_1;{8/4’10)
exp ( ) —1
10
v
=0.12 —
B(V)=0.125 xexp <80)

If you only want to model a voltage-dependent potassium channel, these would be the
equations to start from. (For voltage gated Na channels, the equations are a bit more
difficult, since those channels have three possible conformations: open, closed, and inactive.)

2.1.3 Hodgkin Huxley equation

The feedback-loop of voltage-gated ion channels mentioned above made it difficult to
determine their exact behaviour. In a first approximation, the shape of the action potential
can be explained by analyzing the electrical circuit of a single axonal compartment of a
neuron, consisting of the following components: 1) membrane capacitance, 2) Na channel, 3)
K channel, 4) leakage current:

12
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Extracellular

INa+l |K+ I ICI- ] ILeak ]
+++ | +H+

ONa+ Ok+ 9oi- Jieak — 17— Cm
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@)
Intracellular

Na+

Figure 7 Circuit diagram of neuronal membrane based on Hodgkin and Huxley model.

The final equations in the original Hodgkin-Huxley model, where the currents in of chloride
ions and other leakage currents were combined, were as follows:

Cm% = GNam3h(ENa - V) + GKn4(EK - V) + Gm(‘/?"est — V) +Iinj (t)

13
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Figure 8 Spiking behavior of a Hodgkin-Huxley model.

where m, h, and n are time- and voltage dependent functions which describe the membrane-
permeability. For example, for the K channels n obeys the equations described above, which
were determined experimentally with voltage-clamping. These equations describe the shape
and propagation of the action potential with high accuracy! The model can be solved easily
with open source tools, e.g. the Python Dynamical Systems Toolbox PyDSTools. A simple
solution file is available under ! , and the output is shown below.

Links to full Hodgkin-Huxley model

e http://itb.biologie.hu-berlin.de/~stemmler/secl.html#
SECTIONO0020000000000000000
e http://www.afodor.net/HHModel.htm

1 Hodgkin-Huxley Simulations [Python] 2. . Retrieved

14
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2.1.4 Modeling the Action Potential Generation: The Fitzhugh-Nagumo

model
Fitzhugh-Nagumo Phase Plane, i =-0.4
e — = = = v = v = == = w = w :
=+ — J-
H+  —
3
b - o
2 o
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Figure 9 Phaseplane plot of the Fitzhugh-Nagumo model, with (a=0.7,
b=0.8, ¢=3.0, 1=-0.4). Solutions for four different starting conditions are shown.
The dashed lines indicate the nullclines, and the "o" the fixed point of the model.
1=-0.2 would be a stimulation below threshold, leading to a stationary state.
And I=-1.6 would hyperpolarize the neuron, also leading to a - different -
stationary state.

The Hodgkin-Huxley model has four dynamical variables: the voltage V, the probability
that the K channel is open, n(V), the probability that the Na channel is open given that it
was closed previously, m(V), and the probability that the Na channel is open given that it
was inactive previously, h(V). A simplified model of action potential generation in neurons
is the Fitzhugh-Nagumo (FN) model. Unlike the Hodgkin-Huxley model, the FN model has
only two dynamic variables, by combining the variables V and m into a single variable v,
and combining the variables n and h into a single variable r

dv 14

°v _ = I
7 c(v 3V +r+1)
dr 1
E——E(U—a‘i_br)

15
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I is an external current injected into the neuron. Since the FN model has only two dynamic
variables, its full dynamics can be explored using phase plane methods (Sample solution in
Python here 3)

2.2 Simulating a Single Neuron with Positive Feedback

The following two examples are taken from ® . This book provides a fantastic introduction
into modeling simple neural systems, and gives a good understanding of the underlying
information processing.

W

i y '
' ™
Figure 10 Simple neural system with feedback.

Let us first look at the response of a single neuron, with an input x(t), and with feedback
onto itself. The weight of the input is v, and the weight of the feedback w. The response
y(t) of the neuron is given by

y(t) =wy(t—1)+vz(t—1)

This shows how already very simple simulations can capture signal processing properties of
real neurons.

3 Fitzhugh-Nagumo Model [Python] 4. . Retrieved
5 Tutorial on Neural systems Modeling 6. . Retrieved

16



Simulating a Single Neuron with Positive Feedback
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Figure 11 System output for a input pulse: a “leaky integrator”

# —%- coding: utf-8 —*-
import numpy as np
import matplotlib.pylab as plt

def oneUnitWithPosFB():
;. Stmulates a single model neuron with positive feedback
# set input flag (1 for impulse, 2 for step)
inFlag = 1

P

cut = -np.inf  # set cut-off
sat = np.inf # set saturation

tEnd = 100 # set last time step
nTs = tEnd+1 # find the number of time steps

v=1 # set the input weight
w = 0.95 # set the feedback weight

x = np.zeros(nTs) # open (define) an input hold vector
start = 11 # set a start time for the input
if inFlag == 1: # if the input should be a pulse
x[start] = 1 # then set the input at only one time point
elif inFlag == 2: # if the input instead should be a step, then
x[start:nTs] = np.ones(nTs-start) #keep it up until the end

y = np.zeros(nTs) # open (define) an output hold vector
for t in range(2, nTs): # at every time step (skipping the first)

y[t] = wxy[t-1] + v*x[t-1]1 # compute the output

17
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y[t]
y[t]

np.max([cut, y[tl]) # impose the cut-off constraint
np.min([sat, y[t]]) # mpose the saturation constraint

# plot results (no frills)
plt.subplot(211)

tBase = np.arange(tEnd+1)
plt.plot(tBase, x)
plt.axis([0, tEnd, 0, 1.1])
plt.xlabel(,Time Step,)
plt.ylabel(,Input,)
plt.subplot(212)
plt.plot(tBase, y)
plt.xlabel(,Time Step,)
plt.ylabel(,Output,)

plt.show()
if __name__ == ,__main__,:
oneUnitWithPosFB()

2.3 Simulating a Simple Neural System

Even very simple neural systems can display a surprisingly versatile set of behaviors. An
example is Wilson's model of the locust-flight central pattern generator. Here the system is
described by

gt) =W -g(t—1)+0z(t—1)

W is the connection matrix describing the recurrent connections of the neurons, and describes
the input to the system.
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X

o

N N N N

Figure 12 Input x connects to units yi (i=1,2,3,4) with weights vi , and units y_1 (1 =
1,2,3,4) connect to units y_k (k = 1,2,3,4) with weights w_kl . For clarity, the
self-connections of y2 and y3 are not shown, and the individual forward and recurrent
weights are not labeled. Based on Tom Anastasio's excellent book "Tutorial on Neural
Systems Modeling".

¥ Y2
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Figure 13 The response of units representing motoneurons in the inear version of
Wilson’s model of the locust-flight central pattern generator (CPG): A simple input pulse
elicits a sustained antagonistic oscillation in neurons 2 and 3.

import numpy as np
import matplotlib.pylab as plt

def printInfo(text, value):
print (text)
print (np.round(value, 2))

def WilsonCPGQ):
, ., tmplements a linear version of Wilson,s
locust flight central pattern generator (CPG) ,,,

vli =v3 =v4d = 0. # set input weights

v2 = 1.

w1l1=0.9; w12=0.2; w13 = wi4 = 0. # feedback weights to unit
one

to unit two

to unit three

to unit four

compose input weight matriz

w21=-0.95; w22=0.4; w23=-0.5; w24=0
w31=0; w32=-0.5; w33=0.4; w34=-0.95
w4l = w42 = 0.; w43=0.2; w44=0.9
V=np.array([vl, v2, v3, v4])
(vector)
W=np.array([[wll, w12, w13, wi4],
[w21, w22, w23, w24],
[w31, w32, w33, w34],
[wal, wd2, w43, wi4dll) # compose feedback weight
matrix
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tEnd = 100 # set end time

tVec = np.arange(tEnd) # set time vector

nTs = tEnd # find number of time steps

x = np.zeros(nTs) # zero input vector

fly = 11 # set time to start flying
x[fly]l = 1 # set input to one at fly time

y = np.zeros((4,nTs))  # zero output vector
for t in range(1,nTs): # for each time step
yl:,t] = W.dot(y[:,t-11) + V*x[t-11; # compute output

# These calculations are interesting, but not absolutely

necessary

(eVal,eVec) = np.linalg.eig(W); # find eigenvalues and
eigenvectors

magEVal = np.abs(eVal) # find magnitude of eigenvalues

angEVal = np.angle(eVal)*(180/np.pi) # find angles of eigenvalues

printInfo(,Eigenvectors: ------------—- ,» eVec)
printInfo(,Eigenvalues: --------------- ., eVal)
printInfo(,Angle of Eigenvalues: —------ ,» angEVal)

# plot results (units y2 and y3 only)

plt.figure()

plt.rcParams[,font.size,] = 14 # set the default fontsize
plt.rcParams[,lines.linewidth,]=1

plt.plot(tVec, x, ,k-.,, tVec, yl[i1,:], k,, tVec,y[2,:1, k-——,,

linewidth=2.5)

if

plt.axis([0, tEnd, -0.6, 1.1])

plt.xlabel(,Time Step,,fontsize=14)

plt.ylabel(,Input and Unit Responses,,fontsize=14)
plt.legend((,Input,,,Left Motoneuron,,,Right Motoneuron,))
plt.show()

__name__ == ,__main__,:
plt.close(,all,)

WilsonCPG()

2.4 References

21






3 Visual System

3.1 Introduction

Generally speaking, visual systems rely on electromagnetic (EM) waves to give an organism
more information about its surroundings. This information could be regarding potential
mates, dangers and sources of sustenance. Different organisms have different constituents
that make up what is referred to as a visual system.

The complexity of eyes range from something as simple as an eye spot, which is nothing more
than a collection of photosensitive cells, to a fully fledged camera eye. If an organism has
different types of photosensitive cells, or cells sensitive to different wavelength ranges, the
organism would theoretically be able to perceive colour or at the very least colour differences.
Polarisation, another property of EM radiation, can be detected by some organisms, with
insects and cephalopods having the highest accuracy.

Please note, in this text, the focus has been on using EM waves to see. Granted, some
organisms have evolved alternative ways of obtaining sight or at the very least supplementing
what they see with extra-sensory information. For example, whales or bats, which use
echo-location. This may be seeing in some sense of the definition of the word, but it is not
entirely correct. Additionally, vision and visual are words most often associated with EM
waves in the visual wavelength range, which is normally defined as the same wavelength limits
of human vision. Since some organisms detect EM waves with frequencies below and above
that of humans a better definition must be made. We therefore define the visual wavelength
range as wavelengths of EM between 300nm and 800nm. This may seem arbitrary to some,
but selecting the wrong limits would render parts of some bird's vision as non-vision. Also,
with this range of wavelengths, we have defined for example the thermal-vision of certain
organisms, like for example snakes as non-vision. Therefore snakes using their pit organs,
which is sensitive to EM between 5000nm and 30,000nm (IR), do not "see", but somehow
"feel" from afar. Even if blind specimens have been documented targeting and attacking
particular body parts.

Firstly a brief description of different types of visual system sensory organs will be elab-
orated on, followed by a thorough explanation of the components in human vision, the
signal processing of the visual pathway in humans and finished off with an example of the
perceptional outcome due to these stages.

3.1.1 Sensory Organs
Vision, or the ability to see depends on visual system sensory organs or eyes. There are many

different constructions of eyes, ranging in complexity depending on the requirements of the
organism. The different constructions have different capabilities, are sensitive to different
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wave-lengths and have differing degrees of acuity, also they require different processing to
make sense of the input and different numbers to work optimally. The ability to detect and
decipher EM has proved to be a valuable asset to most forms of life, leading to an increased
chance of survival for organisms that utilise it. In environments without sufficient light, or
complete lack of it, lifeforms have no added advantage of vision, which ultimately has resulted
in atrophy of visual sensory organs with subsequent increased reliance on other senses (e.g.
some cave dwelling animals, bats etc.). Interestingly enough, it appears that visual sensory
organs are tuned to the optical window, which is defined as the EM wavelengths (between
300nm and 1100nm) that pass through the atmosphere reaching to the ground. This is
shown in the figure below. You may notice that there exists other "windows', an IR window,
which explains to some extent the thermal-"vision" of snakes, and a radiofrequency (RF)
window, of which no known lifeforms are able to detect.
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Figure 14

Through time evolution has yielded many eye constructions, and some of them have evolved
multiple times, yielding similarities for organisms that have similar niches. There is one
underlying aspect that is essentially identical, regardless of species, or complexity of sensory
organ type, the universal usage of light-sensitive proteins called opsins. Without focusing
too much on the molecular basis though, the various constructions can be categorised into
distinct groups:

e Spot Eyes

o Pit Eyes

e Pinhole Eyes

e Lens Eyes

e Refractive Cornea Eyes
e Reflector Eyes

e Compound Eyes
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The least complicated configuration of eyes enable organisms to simply sense the ambient
light, enabling the organism to know whether there is light or not. It is normally simply a
collection of photosensitive cells in a cluster in the same spot, thus sometimes referred to
as spot eyes, eye spot or stemma. By either adding more angular structures or recessing
the spot eyes, an organisms gains access to directional information as well, which is a vital
requirement for image formation. These so called pit eyes are by far the most common types
of visual sensory organs, and can be found in over 95% of all known species.

Figure 15 Pinhole eye

Taking this approach to the obvious extreme leads to the pit becoming a cavernous structure,
which increases the sharpness of the image, alas at a loss in intensity. In other words, there
is a trade-off between intensity or brightness and sharpness. An example of this can be
found in the Nautilus, species belonging to the family Nautilidae, organisms considered to
be living fossils. They are the only known species that has this type of eye, referred to as
the pinhole eye, and it is completely analogous to the pinhole camera or the camera obscura.
In addition, like more advanced cameras, Nautili are able to adjust the size of the aperture
thereby increasing or decreasing the resolution of the eye at a respective decrease or increase
in image brightness. Like the camera, the way to alleviate the intensity/resolution trade-off
problem is to include a lens, a structure that focuses the light unto a central area, which
most often has a higher density of photo-sensors. By adjusting the shape of the lens and
moving it around, and controlling the size of the aperture or pupil, organisms can adapt to
different conditions and focus on particular regions of interest in any visual scene. The last
upgrade to the various eye constructions already mentioned is the inclusion of a refractive
cornea. Eyes with this structure have delegated two thirds of the total optic power of the
eye to the high refractive index liquid inside the cornea, enabling very high resolution vision.
Most land animals, including humans have eyes of this particular construct. Additionally,
many variations of lens structure, lens number, photosensor density, fovea shape, fovea
number, pupil shape etc. exists, always, to increase the chances of survival for the organism
in question. These variations lead to a varied outward appearance of eyes, even with a single
eye construction category. Demonstrating this point, a collection of photographs of animals
with the same eye category (refractive cornea eyes) is shown below.

Refractive Cornea Eyes
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Figure 19 Hu-
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Figure 17 Figure 18 Cat

Figure 16 Sheep Eye Eye

Hawk Eye

An alternative to the lens approach called reflector eyes can be found in for example mollusks.
Instead of the conventional way of focusing light to a single point in the back of the eye
using a lens or a system of lenses, these organisms have mirror like structures inside the
chamber of the eye that reflects the light into a central portion, much like a parabola dish.
Although there are no known examples of organisms with reflector eyes capable of image
formation, at least one species of fish, the spookfish (Dolichopteryx longipes) uses them in
combination with "normal" lensed eyes.

Figure 20 Compound eye

The last group of eyes, found in insects and crustaceans, is called compound eyes. These
eyes consist of a number of functional sub-units called ommatidia, each consisting of a facet,
or front surface, a transparent crystalline cone and photo-sensitive cells for detection. In
addition each of the ommatidia are separated by pigment cells, ensuring the incoming light
is as parallel as possible. The combination of the outputs of each of these ommatidia form
a mosaic image, with a resolution proportional to the number of ommatidia units. For
example, if humans had compound eyes, the eyes would have covered our entire faces to
retain the same resolution. As a note, there are many types of compound eyes, but delving
to deep into this topic is beyond the scope of this text.

Not only the type of eyes vary, but also the number of eyes. As you are well aware of, humans
usually have two eyes, spiders on the other hand have a varying number of eyes, with most
species having 8. Normally the spiders also have varying sizes of the different pairs of eyes
and the differing sizes have different functions. For example, in jumping spiders 2 larger
front facing eyes, give the spider excellent visual acuity, which is used mainly to target prey.
6 smaller eyes have much poorer resolution, but helps the spider to avoid potential dangers.
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Two photographs of the eyes of a jumping spider and the eyes of a wolf spider are shown to
demonstrate the variability in the eye topologies of arachnids.

AR

Figure 22 Jumping Spider

3.2 Anatomy of the Visual System

We humans are visual creatures, therefore our eyes are complicated with many components.
In this chapter, an attempt is made to describe these components, thus giving some insight
into the properties and functionality of human vision.

Getting inside of the eyeball - Pupil, iris and the lens

Light rays enter the eye structure through the black aperture or pupil in the front of the eye.
The black appearance is due to the light being fully absorbed by the tissue inside the eye.
Only through this pupil can light enter into the eye which means the amount of incoming
light is effectively determined by the size of the pupil. A pigmented sphincter surrounding
the pupil functions as the eye's aperture stop. It is the amount of pigment in this iris, that
give rise to the various eye colours found in humans.

In addition to this layer of pigment, the iris has 2 layers of ciliary muscles. A circular muscle
called the pupillary sphincter in one layer, that contracts to make the pupil smaller. The
other layer has a smooth muscle called the pupillary dilator, which contracts to dilate the
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pupil. The combination of these muscles can thereby dilate/contract the pupil depending on
the requirements or conditions of the person. The ciliary muscles are controlled by ciliary
zonules, fibres that also change the shape of the lens and hold it in place.

The lens is situated immediately behind the pupil. Its shape and characteristics reveal a
similar purpose to that of camera lenses, but they function in slightly different ways. The
shape of the lens is adjusted by the pull of the ciliary zonules, which consequently changes
the focal length. Together with the cornea, the lens can change the focus, which makes it a
very important structure indeed, however only one third of the total optical power of the
eye is due to the lens itself. It is also the eye's main filter. Lens fibres make up most of the
material for the lense, which are long and thin cells void of most of the cell machinery to
promote transparency. Together with water soluble proteins called crystallins, they increase
the refractive index of the lens. The fibres also play part in the structure and shape of the
lens itself.

Cornea

Posterior chamber Anterior chamber

Zonular (aqueous humour)

fibres
N Ciliary muscle

Suspensory
ligament
Retina

Choroid Vitreous

humour
Sclera

T~

Hyaloid
canal

Optic disc

Optic nerve

Retinal
blood vessels

Figure 23 Schematic diagram of the human eye
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Beamforming in the eye — Cornea and its protecting agent - Sclera
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Figure 24 Structure of the Cornea

The cornea, responsible for the remaining 2/3 of the total optical power of the eye, covers the
iris, pupil and lens. It focuses the rays that pass through the iris before they pass through
the lens. The cornea is only 0.5mm thick and consists of 5 layers:

o Epithelium: A layer of epithelial tissue covering the surface of the cornea.

e Bowman's membrane: A thick protective layer composed of strong collagen fibres, that
maintain the overall shape of the cornea.

e Stroma: A layer composed of parallel collagen fibrils. This layer makes up 90% of the
cornea's thickness.

e Descemet's membrane and Endothelium: Are two layers adjusted to the anterior chamber
of the eye filled with aqueous humor fluid produced by the ciliary body. This fluid
moisturises the lens, cleans it and maintains the pressure in the eye ball. The chamber,
positioned between cornea and iris, contains a trabecular meshwork body through which
the fluid is drained out by Schlemm canal, through posterior chamber.

The surface of the cornea lies under two protective membranes, called the sclera and Tenon’s
capsule. Both of these protective layers completely envelop the eyeball. The sclera is built
from collagen and elastic fibres, which protect the eye from external damages, this layer
also gives rise to the white of the eye. It is pierced by nerves and vessels with the largest
hole reserved for the optic nerve. Moreover, it is covered by conjunctiva, which is a clear
mucous membrane on the surface of the eyeball. This membrane also lines the inside of the
eyelid. It works as a lubricant and, together with the lacrimal gland, it produces tears, that
lubricate and protect the eye. The remaining protective layer, the eyelid, also functions to
spread this lubricant around.

Moving the eyes — extra-ocular muscles
The eyeball is moved by a complicated muscle structure of extra-ocular muscles consisting

of four rectus muscles — inferior, medial, lateral and superior and two oblique — inferior and
superior. Positioning of these muscles is presented below, along with functions:
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Figure 25 Extra-ocular muscles: Green - Lateral Rectus; Red - Medial Rectus; Cyan -
Superior Rectus; Pink - Inferior Rectus; Dark Blue - Superior Oblique; Yellow - Inferior
Oblique.

As you can see, the extra-ocular muscles (2,3,4,5,6,8) are attached to the sclera of the eyeball
and originate in the annulus of Zinn, a fibrous tendon surrounding the optic nerve. A pulley
system is created with the trochlea acting as a pulley and the superior oblique muscle as
the rope, this is required to redirect the muscle force in the correct way. The remaining
extra-ocular muscles have a direct path to the eye and therefore do not form these pulley
systems. Using these extra-ocular muscles, the eye can rotate up, down, left, right and
alternative movements are possible as a combination of these.

Other movements are also very important for us to be able to see. Vergence movements
enable the proper function of binocular vision. Unconscious fast movements called saccades,
are essential for people to keep an object in focus. The saccade is a sort of jittery movement
performed when the eyes are scanning the visual field, in order to displace the point of
fixation slightly. When you follow a moving object with your gaze, your eyes perform what
is referred to as smooth pursuit. Additional involuntary movements called nystagmus are
caused by signals from the vestibular system, together they make up the vestibulo-ocular
reflexes.

The brain stem controls all of the movements of the eyes, with different areas responsible
for different movements.
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o Pons: Rapid horizontal movements, such as saccades or nystagmus
e Mesencephalon: Vertical and torsional movements

e Cerebellum: Fine tuning

o Edinger-Westphal nucleus: Vergence movements

Where the vision reception occurs — The retina
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0.2
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|‘ | l |
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Figure 26 Filtering of the light performed by the cornea, lens and pigment epithelium

Before being transduced, incoming EM passes through the cornea, lens and the macula.
These structures also act as filters to reduce unwanted EM, thereby protecting the eye
from harmful radiation. The filtering response of each of these elements can be seen in the
figure "Filtering of the light performed by cornea, lens and pigment epithelium". As one
may observe, the cornea attenuates the lower wavelengths, leaving the higher wavelengths
nearly untouched. The lens blocks around 25% of the EM below 400nm and more than
50% below 430nm. Finally, the pigment ephithelium, the last stage of filtering before the
photo-reception, affects around 30% of the EM between 430nm and 500nm.

A part of the eye, which marks the transition from non-photosensitive region to photosensitive
region, is called the ora serrata. The photosensitive region is referred to as the retina, which
is the sensory structure in the back of the eye. The retina consists of multiple layers presented
below with millions of photoreceptors called rods and cones, which capture the light rays and
convert them into electrical impulses. Transmission of these impulses is nervously initiaed
by the ganglion cells and conducted through the optic nerve, the single route by which
information leaves the eye.
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Figure 27 Structure of retina including the main cell components:
RPE: retinal pigment epithelium; OS: outer segment of the
photoreceptor cells; IS: inner segment of the photoreceptor cells;
ONL: outer nuclear layer; OPL: outer plexiform layer; INL: inner
nuclear layer IPL: inner plexiform layer; GC: ganglion cell layer; P:
pigment epithelium cell; BM: Bruch-Membran; R: rods; C: cones; H:
horizontal cell; B: bipolar cell; M: Miiller cell; A:amacrine cell; G:
ganglion cell; AX: Axon; arrow: Membrane limitans externa.

A conceptual illustration of the structure of the retina is shown on the right. As we can see,
there are five main cell types:
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e photoreceptor cells
e horizontal cells

e bipolar cells

e amecrine cells

o ganglion cells

Photoreceptor cells can be further subdivided into two main types called rods and cones.
Cones are much less numerous than rods in most parts of the retina, but there is an enormous
aggregation of them in the macula, especially in its central part called the fovea. In this
central region, each photo-sensitive cone is connected to one ganglion-cell. In addition, the
cones in this region are slightly smaller than the average cone size, meaning you get more
cones per area. Because of this ratio, and the high density of cones, this is where we have
the highest visual acuity.

Cones

e Rods

Figure 28 Density of rods and cones around the eye

There are 3 types of human cones, each of the cones responding to a specific range of
wavelengths, because of three types of a pigment called photopsin. Each pigment is sensitive
to red, blue or green wavelength of light, so we have blue, green and red cones, also called
S-, M- and L-cones for their sensitivity to short-, medium- and long-wavelength respectively.
It consists of protein called opsin and a bound chromphore called the retinal. The main
building blocks of the cone cell are the synaptic terminal, the inner and outer segments, the
interior nucleus and the mitochondria.
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The spectral sensitivities of the 3 types of cones:

e 1. S-cones absorb short-wave light, i.e. blue-violet light. The maximum absorption
wavelength for the S-cones is 420nm
e 2. M-cones absorb blue-green to yellow light. In this case The maximum absorption

wavelength is 535nm

e 3. L-cones absorb yellow to red light. The maximum absorption wavelength is 565nm
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Figure 29 Cone cell structure

The inner segment contains organelles and the cell's nucleus and organelles. The pigment
is located in the outer segment, attached to the membrane as trans-membrane proteins
within the invaginations of the cell-membrane that form the membranous disks, which are
clearly visible in the figure displaying the basic structure of rod and cone cells. The disks

maximize the reception area of the cells.

The cone photoreceptors of many vertebrates

contain spherical organelles called oil droplets, which are thought to constitute intra-ocular
filters which may serve to increase contrast, reduce glare and lessen chromatic aberrations
caused by the mitochondrial size gradient from the periphery to the centres.
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Rods have a structure similar to cones, however they contain the pigment rhodopsin instead,
which allows them to detect low-intensity light and makes them 100 times more sensitive
than cones. Rhodopsin is the only pigment found in human rods, and it is found on the
outer side of the pigment epithelium, which similarly to cones maximizes absorption area by
employing a disk structure. Similarly to cones, the synaptic terminal of the cell joins it with
a bipolar cell and the inner and outer segments are connected by cilium.

The pigment rhodopsin absorbs the light between 400-600nm, with a maximum absorption
at around 500nm. This wavelength corresponds to greenish-blue light which means blue
colours appear more intense in relation to red colours at night.
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Figure 30 The sensitivity of cones and rods across visible EM

EM waves with wavelengths outside the range of 400 — 700 nm are not detected by either
rods nor cones, which ultimately means they are not visible to human beings.

Horizontal cells occupy the inner nuclear layer of the retina. There are two types of horizontal
cells and both types hyper-polarise in response to light i.e. they become more negative.
Type A consists of a subtype called HII-H2 which interacts with predominantly S-cones.
Type B cells have a subtype called HI-H1, which features a dendrite tree and an axon. The
former contacts mostly M- and L-cone cells and the latter rod cells. Contacts with cones are
made mainly by prohibitory synapses, while the cells themselves are joined into a network
with gap junctions.
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Figure 31 Cross-section of the human retina, with bipolar cells indicated in red.

Bipolar cells spread single dendrites in the outer plexiform layer and the perikaryon, their
cell bodies, are found in the inner nuclear layer. Dendrites interconnect exclusively with
cones and rods and we differentiate between one rod bipolar cell and nine or ten cone bipolar
cells. These cells branch with amacrine or ganglion cells in the inner plexiform layer using
an axon. Rod bipolar cells connect to triad synapses or 18-70 rod cells. Their axons spread
around the inner plexiform layer synaptic terminals, which contain ribbon synapses and
contact a pair of cell processes in dyad synapses. They are connected to ganglion cells with
AII amacrine cell links.

Amecrine cells can be found in the inner nuclear layer and in the ganglion cell layer of the
retina. Occasionally they are found in the inner plexiform layer, where they work as signal
modulators. They have been classified as narrow-field, small-field, medium-field or wide-field
depending on their size. However, many classifications exist leading to over 40 different
types of amecrine cells.

Ganglion cells are the final transmitters of visual signal from the retina to the brain. The
most common ganglion cells in the retina is the midget ganglion cell and the parasol ganglion
cell. The signal after having passed through all the retinal layers is passed on to these cells
which are the final stage of the retinal processing chain. All the information is collected
here forwarded to the retinal nerve fibres and optic nerves. The spot where the ganglion
axons fuse to create an optic nerve is called the optic disc. This nerve is built mainly from
the retinal ganglion axons and Portort cells. The majority of the axons transmit data to
the lateral geniculate nucleus, which is a termination nexus for most parts of the nerve and
which forwards the information to the visual cortex. Some ganglion cells also react to light,
but because this response is slower than that of rods and cones, it is believed to be related
to sensing ambient light levels and adjusting the biological clock.

1

1 http://en.wikibooks.org/wiki/Category%3A
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Signal Processing

3.3 Signal Processing

As mentioned before the retina is the main component in the eye, because it contains all the
light sensitive cells. Without it, the eye would be comparable to a digital camera without
the CCD (Charge Coupled Device) sensor. This part elaborates on how the retina perceives
the light, how the optical signal is transmitted to the brain and how the brain processes the
signal to form enough information for decision making.

Creation of the initial signals - Photosensor Function

Vision invariably starts with light hitting the photo-sensitive cells found in the retina.
Light-absorbing visual pigments, a variety of enzymes and transmitters in retinal rods
and cones will initiate the conversion from visible EM stimuli into electrical impulses, in
a process known as photoelectric transduction. Using rods as an example, the incoming
visible EM hits rhodopsin molecules, transmembrane molecules found in the rods' outer
disk structure. Each rhodopsin molecule consists of a cluster of helices called opsin that
envelop and surround 11-cis retinal, which is the part of the molecule that will change due
to the energy from the incoming photons. In biological molecules, moieties, or parts of
molecules that will cause conformational changes due to this energy is sometimes referred to
as chromophores. 11-cis retinal straightens in response to the incoming energy, turning into
retinal (all-trans retinal), which forces the opsin helices further apart, causing particular
reactive sites to be uncovered. This "activated" rhodopsin molecule is sometimes referred
to as Metarhodopsin II. From this point on, even if the visible light stimulation stops, the
reaction will continue. The Metarhodopsin II can then react with roughly 100 molecules of
a Gg protein called transducing, which then results in ag and 87 after the GDP is converted
into GTP. The activated as-GTP then binds to cGMP-phosphodiesterase(PDE), suppressing
normal ion-exchange functions, which results in a low cytosol concentration of cation ions,
and therefore a change in the polarisation of the cell.

The natural photoelectric transduction reaction has an amazing power of amplification. One
single retinal rhodopsin molecule activated by a single quantum of light causes the hydrolysis
of up to 10 cGMP molecules per second.

Photo Transduction
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B [ [

:N
d

GMP
Step 1 Step 2 Step 3 Step 4

Figure 32 Representation of molecular steps in photoactivation (modified from Leskov et
al., 2000). Depicted is an outer membrane disk in a rod. Step 1: Incident photon (hv) is
absorbed and activates a rhodopsin by conformational change in the disk membrane to R*.
Step 2: Next, R* makes repeated contacts with transducin molecules, catalyzing its
activation to G* by the release of bound GDP in exchange for cytoplasmic GTP (Step 3).
The o and y subunit G* binds inhibitory y subunits of the phosphodiesterase (PDE)
activating its o and $ subunits. Step 4: Activated PDE hydrolyzes cGMP. Step 5: Guanylyl
cyclase (GC) synthesizes cGMP, the second messenger in the phototransduction cascade.
Reduced levels of cytosolic cGMP cause cyclic nucleotide gated channels to close preventing
further influx of Na+ and Ca2-+.
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A light photon interacts with the retinal® in a photoreceptor®. The retinal undergoes
isomerisation®, changing from the 11-cis to all-trans configuration.

Retinal® no longer fits into the opsin binding site.

Opsin therefore undergoes a conformational change to metarhodopsin II.
Metarhodopsin I is unstable and splits, yielding opsin and all-trans retinal.

The opsin activates the regulatory protein transducin®. This causes transducin to
dissociate from its bound GDP, and bind GTP, then the alpha subunit of transducin
dissociates from the beta and gamma subunits, with the GTP still bound to the alpha
subunit.

. The alpha subunit-GTP complex activates phosphodiesterase’.
. Phosphodiesterase breaks down cGMP to 5'-GMP. This lowers the concentration of

cGMP and therefore the sodium channels close.

. Closure of the sodium channels causes hyperpolarization of the cell due to the ongoing

potassium current.

. Hyperpolarization of the cell causes voltage-gated calcium channels to close.
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Signal Processing

10. As the calcium level in the photoreceptor cell drops, the amount of the neurotransmitter
glutamate that is released by the cell also drops. This is because calcium is required
for the glutamate-containing vesicles to fuse with cell membrane and release their
contents.

11. A decrease in the amount of glutamate released by the photoreceptors causes depolar-
ization of On center bipolar cells (rod and cone On bipolar cells) and hyperpolarization
of cone Off bipolar cells.

Without visible EM stimulation, rod cells containing a cocktail of ions, proteins and other
molecules, have membrane potential differences of around -40mV. Compared to other nerve
cells, this is quite high (-65mV). In this state, the neurotransmitter glutamate is continuously
released from the axon terminals and absorbed by the neighbouring bipolar cells. With
incoming visble EM and the previously mentioned cascade reaction, the potential difference
drops to -70mV. This hyper-polarisation of the cell causes a reduction in the amount of
released glutamate, thereby affecting the activity of the bipolar cells, and subsequently the
following steps in the visual pathway.

Similar processes exist in the cone-cells and in photosensitive ganglion cells, but make
use of different opsins. Photopsin I through IIT (yellowish-green, green and blue-violet
respectively) are found in the three different cone cells and melanopsin (blue) can be found
in the photosensitive ganglion cells.

39



Visual System

Processing Signals in the Retina
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(low frequency firing) (low frequency firing)
Figure 33

Different bipolar cells react differently to the changes in the released glutamate. The so
called ON and OFF bipolar cells are used to form the direct signal flow from cones to bipolar
cells. The ON bipolar cells will depolarise by visible EM stimulation and the corresponding
ON ganglion cells will be activated. On the other hand the OFF bipolar cells are hyper
polarised by the visible EM stimulation, and the OFF ganglion cells are inhibited. This is
the basic pathway of the Direct signal flow. The Lateral signal flow will start from the rods,
then go to the bipolar cells, the amacrine cells, and the OFF bipolar cells inhibited by the
Rod-amacrine cells and the ON bipolar cells will stimulated via an electrical synapse, after
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all of the previous steps, the signal will arrive at the ON or OFF ganglion cells and the
whole pathway of the Lateral signal flow is established.

When the action potential (AP) in ON, ganglion cells will be triggered by the visible EM
stimulus. The AP frequency will increase when the sensor potential increases. In other words,
AP depends on the amplitude of the sensor's potential. The region of ganglion cells where
the stimulatory and inhibitory effects influence the AP frequency is called receptive field
(RF). Around the ganglion cells, the RF is usually composed of two regions: the central zone
and the ring-like peripheral zone. They are distinguishable during visible EM adaptation.
A visible EM stimulation on the centric zone could lead to AP frequency increase and the
stimulation on the periphery zone will decrease the AP frequency. When the light source is
turned off the excitation occurs. So the name of ON field (central field ON) refers to this
kind of region. Of course the RF of the OFF ganglion cells act the opposite way and is
therefore called "OFF field" (central field OFF). The RFs are organised by the horizontal
cells. The impulse on the periphery region will be impulsed and transmitted to the central
region, and there the so-called stimulus contrast is formed. This function will make the dark
seem darker and the light brighter. If the whole RF is exposed to light. the impulse of the
central region will predominate.

Signal Transmission to the Cortex

As mentioned previously, axons of the ganglion cells converge at the optic disk of the retina,
forming the optic nerve. These fibres are positioned inside the bundle in a specific order.
Fibres from the macular zone of the retina are in the central portion, and those from the
temporal half of the retina take up the periphery part. A partial decussation or crossing
occurs when these fibres are outside the eye cavity. The fibres from the nasal halves of each
retina cross to the opposite halves and extend to the brain. Those from the temporal halves
remain uncrossed. This partial crossover is called the optic chiasma, and the optic nerves
past this point are called optic tracts, mainly to distinguish them from single-retinal nerves.
The function of the partial crossover is to transmit the right-hand visual field produced by
both eyes to the left-hand half of the brain only and vice versa. Therefore the information
from the right half of the body, and the right visual field, is all transmitted to the left-hand
part of the brain when reaches the posterior part of the fore-brain (diencephalon).
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Figure 34 The pathway to the central cortex

The information relay between the fibers of optic tracts and the nerve cells occurs in the
lateral geniculate bodies, the central part of the visual signal processing, located in the
thalamus of the brain. From here the information is passed to the nerve cells in the occipital
cortex of the corresponding side of the brain. Connections from the retina to the brain can be
separated into a 'parvocellular pathway' and a "magnocellular pathway". The parvocellular
pathways signals color and fine detail, whereas the magnocellular pathways detect fast
moving stimuli.
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Figure 35 Connections from the retina to the brain can be separated into a
"parvocellular pathway" and a "magnocellular pathway". The parvocellular

pathway originates in midget cells in the retina, and signals color and fine detail;
magnocellular pathway starts with parasol cells, and detects fast moving stimuli.

Signals from standard digital cameras correspond approximately to those of the parvocellular
pathway. To simulate the responses of parvocellular pathways, researchers have been
developing neuromorphic sensory systems, which try to mimic spike-based computation
in neural systems. Thereby they use a scheme called "address-event representation"' for
the signal transmission in the neuromorphic electronic systems (Liu and Delbruck 2010
http://www.ncbi.nlm.nih.gov/pubmed/20493680).

Anatomically, the retinal Magno and Parvo ganglion cells respectively project to 2 ventral
magnocellular layers and 4 dorsal parvocellular layers of the Lateral Geniculate Nucleus
(LGN). Each of the six LGN layers receives inputs from either the ipsilateral or contralateral
eye, i.e., the ganglion cells of the left eye cross over and project to layer 1, 4 and 6 of the
right LGN, and the right eye ganglion cells project (uncrossed) to its layer 2, 3 and 5. From
here the information from the right and left eye is separated.

Although human vision is combined by two halves of the retina and the signal is processed
by the opposite cerebral hemispheres, the visual field is considered as a smooth and complete
unit. Hence the two visual cortical areas are thought of as being intimately connected.
This connection, called corpus callosum is made of neurons, axons and dendrites. Because
the dendrites make synaptic connections to the related points of the hemispheres, electric
simulation of every point on one hemisphere indicates simulation of the interconnected point
on the other hemisphere. The only exception to this rule is the primary visual cortex.

The synapses are made by the optic tract in the respective layers of the lateral geniculate
body. Then these axons of these third-order nerve cells are passed up to the calcarine fissure
in each occipital lobe of the cerebral cortex. Because bands of the white fibres and axons
pair from the nerve cells in the retina go through it, it is called the striate cortex, which
incidentally is our primary visual cortex, sometimes known as V1. At this point, impulses
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from the separate eyes converge to common cortical neurons, which then enables complete
input from both eyes in one region to be used for perception and comprehension. Pattern
recognition is a very important function of this particular part of the brain, with lesions
causing problems with visual recognition or blindsight.

Based on the ordered manner in which the optic tract fibres pass information to the lateral
geniculate bodies and after that pass in to the striate area, if one single point stimulation on
the retina was found, the response which produced electrically in both lateral geniculate body
and the striate cortex will be found at a small region on the particular retinal spot. This is
an obvious point-to-point way of signal processing. And if the whole retina is stimulated,
the responses will occur on both lateral geniculate bodies and the striate cortex gray matter
area. It is possible to map this brain region to the retinal fields, or more usually the visual
fields.

Any further steps in this pathway is beyond the scope of this book. Rest assured that, many
further levels and centres exist, focusing on particular specific tasks, like for example colour,
orientations, spatial frequencies, emotions etc.

3.3.1 Cortical Processing - Visual Perception

Equipped with a firmer understanding of some of the more important concepts of the
signal processing in the visual system, comprehension or perception of the processed sensory
information is the last important piece in the puzzle. Visual perception is the process of
translating information received by the eyes into an understanding of the external state of
things. It makes us aware of the world around us and allows us to understand it better.
Based on visual perception we learn patterns which we then apply later in life and we make
decisions based on this and the obtained information. In other words, our survival depends
on perception.

3.4 Retinal Implants

Since the late 20th century, restoring vision to blind people by means of artificial eye
prostheses has been the goal of numerous research groups and some private companies
around the world. Similar to cochlear implants, the key concept is to stimulate the visual
nervous system with electric pulses, bypassing the damaged or degenerated photoreceptors
on the human retina. In this chapter we will describe the basic functionality of a retinal
implant, as well as the different approaches that are currently being investigated and
developed. The two most common approaches to retinal implants are called “epiretinal” and
“subretinal” implants, corresponding to eye prostheses located either on top or behind the
retina respectively. We will not cover any non-retina related approaches to restoring vision,
such as the BrainPort Vision System that aims at stimulating the tongue from visual input,
cuff electrodes around the optic nerve, or stimulation implants in the primary visual cortex.
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3.4.1 Retinal Structure and Functionality

Figure 1 depicts the schematic nervous structure of the human retina. We can differentiate
between three layers of cells. The first, located furthest away from the eye lens, consists
of the photoreceptors (rods and cones) whose purpose is to transduce incoming light into
electrical signals that are then further propagated further to the intermediate layer, which is
mainly composed of bipolar cells. These bipolar cells, which are connected to photoreceptors
as well as cell types such as horizontal cells and amacrine cells, passd on the electrical
signal to the retinal ganglion cells (RGC). For a detailed description on the functionality of
bipolar cells, specifically with respect to their subdivision into ON- and OFF-bipolar cells,
refer to chapter on Visual Systems. The uppermost layer, consisting of RGCs, collects the
electric pulses from the horizontal cells and passes them on to the thalamus via the optic
nerve. From there, signals are propagated to the primary visual cortex. There are some
key aspects worthwhile mentioning about the signal processing within the human retina.
First, while bipolar cells, as well as horizontal and amacrine, generate graded potentials,
the RGCs generate action potentials instead. Further, the density of each cell type is not
uniform across the retina. While there is an extremely high density of rods and cones in
the area of the fovea, with in addition only very few photoreceptors connected to RGCs
via the intermediate layer, a far lower density of photoreceptors is found in the peripheral
areas of the retina with many photoreceptors connected to a single RGC. The latter also has
direct implications on the receptive field of a RGC, as it tends to increase rapidly towards
the outer regions of the retina, simply because of the lower photoreceptor density and the
increased number of photoreceptors being connected to the same RGC.

Epiretinal Implant

Electrode

RGC

Amacrine Cell

Bipolar Cell
Horizontal Cell

Retina

Cone
Rod

Epiretinal Implant

Subretinal Implant

Subretinal Implant

Figure 36 Schematic overview of the human eye and the location of retinal prostheses.
Note the vertical layering of the retina tissue and the distances of the cell types to epiretinal
and subretinal implants respectively.
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3.4.2 Implant Use Case

Damage to the photoreceptor layer in the human can be caused by Retinitis pigmentosa,
age-related macular degeneration and other diseases, eventually resulting in the affected
person to become blind. However, the rest of the visual nervous system, both inside the
retina as well as the visual nervous pathway in the brain, remains intact for several years
after onset of blindness ® ?. This allows artificial stimulation of the remaining, still properly
functioning retina cells, through electrodes, to restore visual information for the human
patient. Thereby a retina prosthesis can be implanted either behind the retina, and is
then referred to as subretinal implant. This brings the electrodes closest to the damaged
photoreceptors and the still properly functioning bipolar cells, which are the real stimulation
target here. (If the stimulation electrodes penetrate the choroid, which contains the blood
supply of the retina, the implants are sometimes called "suprachoroidal" implants.) Or
the implant may be put on top of the retina, closest to the Ganglion cell layer, aiming at
stimulation of the RGCs instead. These implants are referred to as epiretinal implants. Both
approaches are currently being investigated by several research groups. They both have
significant advantages as well as drawbacks. Before we treat them in more detail separately,
we describe some key challenges that need consideration in both cases.

3.4.3 Challenges

A big challenge for retinal implants comes from the extremely high spatial density of nervous
cells in the human retina. There are roughly 125 million photoreceptors (rods and cones) and
1.5 million ganglion cells in the human retina, as opposed to approximately only 15000 hair
cells in the human cochlea '© 1. In the fovea, where the highest visual acuity is achieved,
as many as 150000 cones are located within one square millimeter. While there are much
fewer RGCs in total compared to photoreceptors, their density in the foveal area is close
to the density of cones , imposing a tremendous challenge in addressing the nervous cells
in high enough spatial resolution with artificial electrodes. Virtually all current scientific
experiments with retinal implants use micro-electrode arrays (MEASs) to stimulate the retina
cells. High resolution MEAs achieve an inter-electrode spacing of roughly 50 micrometers,
resulting in an electrode density of 400 electrodes per square millimeter. Therefore, a one to
one association between electrodes and photoreceptors or RGCs respectively is impossible

8 Eberhart Zrenner, KarlUlrich Bartz-Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-
Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos
Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al. . Subretinal electronic chips allow blind
patients to read letters and combine them to words Subretinal electronic chips allow blind patients to
read letters and combine them to words . , 2010

9 Asaf Shoval, ChrisopherAdams, Moshe David-Pur, Mark Shein, Yael Hanein, Evelyne Sernagor . Carbon
nanotube electrodes for effective interfacing with retinal tissue Carbon nanotube electrodes for effective
interfacing with retinal tissue . , 2009

10  Jost B. Jonas, UlrikeSchneider, Gottfried O.H. Naumann . Count and density of human retinal
photoreceptors Count and density of human retinal photoreceptors . , ( Springer ) 1992

11 Ashmore Jonathan . Cochlear Outer Hair Cell Motility Cochlear Outer Hair Cell Motility . , ( American
Physiological Society ) 2008
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in the foveal area with conventional electrode technology. However, spatial density of both
photoreceptors as well as RGCs decrease s quickly towards the outer regions of the retina,
making one-to-one stimulation between electrodes and peripheral nerve cells more feasible 2.
Another challenge is operating the electrodes within safe limits. Imposing charge densities
above 0.1 mC/cm2 may damage the nervous tissue 3. Generally, the further a cell is away
from the stimulating electrode, the larger is the current amplitude required for stimulation
of the cell. Furthermore, the lower the stimulation threshold, the smaller the electrode
may be designed and the compacter the electrodes may be placed on the MEAs, thereby
enhancing the spatial stimulation resolution. Stimulation threshold is defined as the minimal
stimulation strength necessary to trigger a nervous response in at least 50% of the stimulation
pulses. For these reasons, a primary goal in designing retinal implants is to use as low a
stimulation current as possible while still guaranteeing a reliable stimulation (i.e. generation
of an action potential in the case of RGCs) of the target cell. This can either be achieved
by placing the electrode as close as possible to the area of the target cell that reacts most
sensitive to an applied electric field pulse or by making the cell projections, i.e. dendrites
and/or axons, grow on top the electrode, allowing a stimulation of the cell with very low
currents even if the cell body is located far away. Further, an implant fixed to the retina
automatically follows the movements of the eyeball. While this entails some significant
benefits, it also means that any connection to the implant - for adjusting parameters, reading
out data, or providing external power for the stimulation - requires a cable that moves
with the implant. As we move our eyes approximately three times a second, this exposes
the cable and involved connections to severe mechanical stress. For a device that should
remain functioning for an entire life time without external intervention, this imposes a severe
challenge on the materials and technologies involved.

3.4.4 Subretinal Implants

As the name already suggest, subretinal implants are visual prosthesis located behind the
retina. Therefore, the implant is located closest to the damaged photoreceptors, aiming at
bypassing the rods and cones and stimulating the bipolar cells in the next nervous layer in the
retina. The main advantage of this approach lies in relatively little visual signal processing
that takes place between the photoreceptors and the bipolar cells that need to be imitated
by the implant. That is, raw visual information, for example captured by a video camera,
may be forwarded directly, or with only relatively rudimentary signal processing respectively,
to the MEA stimulating the bipolar cells, rendering the procedure rather simple from a
signal processing point of view. However, also this approach has some severe disadvantages.
The high spatial resolution of photoreceptors in the human retina imposes a big challenge in

12 Chris Sekirnjak, PawelHottowy, Alexander Sher, Wladyslaw Dabrowski, Alan M. Litke, E.J. Chichilnisky
. High-Resolution Electrical Stimulation of Primate Retina for Epiretinal Implant Design High-Resolution
Electrical Stimulation of Primate Retina for Epiretinal Implant Design . , ( Society of Neuroscience )
2008

13 Chris Sekirnjak, PawelHottowy, Alexander Sher, Wladyslaw Dabrowski, Alan M. Litke, E.J. Chichilnisky
. High-Resolution Electrical Stimulation of Primate Retina for Epiretinal Implant Design High-Resolution
Electrical Stimulation of Primate Retina for Epiretinal Implant Design . , ( Society of Neuroscience )
2008
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developing and designing a MEA with sufficiently high stimulation resolution and therefore
low inter-electrode spacing. Furthermore, the stacking of the nervous layers in z-direction
(with the x-y plane tangential to the retina curvature) adds another difficulty when it comes
to placing the electrodes close to the bipolar cells. With the MAE located behind the retina,
there is a significant spatial gap between the electrodes and the target cells that needs to
be overcome. As mentioned above, an increased electrode to target cell distance forces the
MAE to operate with higher currents, enlarging the electrode size, the number of cells within
the stimulation range of a single electrode and the spatial separation between adjacent
electrodes. All of this results in a decreased stimulation resolution as well as opposing the
retina to the risk of tissue damage caused by too high charge densities. As shown below,
one way to overcome large distances between electrodes and the target cells is to make the
cells grow their projections over longer distances directly on top the electrode.

In late 2010, a German research group in collaboration with the private German company
“Retina Implant AG”, published results from studies involving tests with subretinal implants
in human subjects 4. A three by three millimeter microphotodiode array (MPDA) containing
1500 pixels, which each pixel consisting of an individual light-sensing photodiodes and an
electrode, was implanted behind the retina of three patients suffering from blindness due
to macular degeneration. The pixels were located approximately 70 micrometer apart
each other, yielding a spatial resolution of roughly 160 electrodes per square millimeter
— or, as indicated by the authors of the paper, a visual cone angle of 15 arcmin for each
electrode. It should be noted, that, in contrast to implants using external video cameras to
generate visual input, each pixel of the MPDA itself contains a light-sensitive photodiode,
autonomously generating the electric current from the light received through the eyeball
for its own associated electrode. So each MPDA pixel corresponds in its full functionality
to a photoreceptor cell. This has a major advantage: Since the MPDA is fixed behind the
human retina, it automatically drags along when the eyeball is being moved. And since the
MPDA itself receives the visual input to generate the electric currents for the stimulation
electrodes, movements of the head or the eyeball are handled naturally and need no artificial
processing. In one of the patients, the MPDA was placed directly beneath the macula,
leading to superior results in experimental tests as opposed to the other two patients, whose
MPDA was implanted further away from the center of the retina. The results achieved by
the patient with the implant behind the macula were quite extraordinary. He was able to
recognize letters (5-8cm large) and read words as well as distinguish black-white patterns
with different orientations '°.

The experimental results with the MPDA implants have also drawn attention to another
visual phenomenon, revealing an additional advantage of the MPDA approach over implants

14  Eberhart Zrenner, KarlUlrich Bartz-Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-
Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos
Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al. . Subretinal electronic chips allow blind
patients to read letters and combine them to words Subretinal electronic chips allow blind patients to
read letters and combine them to words . , 2010

15  Eberhart Zrenner, KarlUlrich Bartz-Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-
Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos
Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al. . Subretinal electronic chips allow blind
patients to read letters and combine them to words Subretinal electronic chips allow blind patients to
read letters and combine them to words . , 2010
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using external imaging devices: Subsequent stimulation of retinal cells quickly leads to
decreased responses, suggesting that retinal neurons become inhibited after being stimulated
repeatedly within a short period of time. This entails that a visual input projected onto a
MEA fixed on or behind the retina will result in a sensed image that quickly fades away,
even though the electric stimulation of the electrodes remains constant. This is due to the
fixed electrodes on the retina stimulating the same cells on the retina all the time, rendering
the cells less and less sensitive to a constant stimulus over time. However, the process is
reversible, and the cells regain their initial sensitivity once the stimulus is absent again. So,
how does an intact visionary system handle this effect? Why are healthy humans able to
fix an object over time without it fading out? As mentioned in 6, the human eye actually
continuously adjusts in small, unnoticeable eye movements, resulting in the same visual
stimulus to be projected onto slightly different retinal spots over time, even as we tend
to focus and fix the eye on some target object. This successfully circumvents the fading
cell response phenomenon. With the implant serving both as photoreceptor and electrode
stimulator, as it is the case with the MPDA, the natural small eye adjustments can be
readily used to handle this effect in a straight forward way. Other implant approaches using
external visual input (i.e. from video cameras) will suffer from their projected images fading
away if stimulated continuously. Fast, artificial jittering of the camera images may not solve
the problem as this external movement may not be in accordance with the eye movement and
therefore, the visual cortex may interpret this simply as a wiggly or blurry scene instead of
the desired steady long term projection of the fixed image. A further advantage of subretinal
implants is the precise correlation between stimulated areas on the retina and perceived
location of the stimulus in the visual field of the human subject. In contrast to RGCs,
whose location on the retina may not directly correspond to the location of their individual
receptive fields, the stimulation of a bipolar cell is perceived exactly at that point in the
visual field that corresponds to the geometric location on the retina where that bipolar
cell resides. A clear disadvantage of subretinal implants is the invasive surgical procedure
involved.

3.4.5 Epiretinal Implants

Epiretinal implants are located on top of the retina and therefore closest to the retina
ganglion cells (RGCs). For that reason, epiretinal implants aim at stimulating the RGCs
directly, bypassing not only the damaged photoreceptors, but also any intermediate neural
visual processing by the bipolar, horizontal and amacrine cells. This has some advantages:
First of all, the surgical procedure for an epiretinal implant is far less critical than for a
subretinal implant, since the prosthesis need not be implanted from behind the eye. Also,
there are much fewer RGCs than photoreceptors or bipolar cells, allowing a more course
grained stimulation with increased inter-electrode distance (at least in the peripheral regions
of the retina), or an electrode density even superior to that of the actual RGC density,
allowing for more flexibility and accuracy when stimulating the cells. A study on the
epiretinal stimulation of peripheral parasol cells conducted on macaque retina provides
quantitative details 7. Parasol cells are one type of RGCs forming the secondmost dense

16  Pritchard Roy . Stabilized Images on the Retina Stabilized Images on the Retina . ,
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visual pathway in the retina. Their main purpose is to encode the movement of objects in
the visual field, thus sensing motion. The experiments were performed in vitro by placing
the macaque retina tissue on a 61 electrode MEA (60 micrometer inter-electrode spacing).
25 individual parasol cells were indentified and stimulated electronically while properties
such as stimulation threshold and best stimulation location were analyzed. The threshold
current was defined as the lowest current that triggered a spike on the target cell in 50% of
the stimulus pulses (pulse duration: 50 milliseconds) and was determined by incrementally
increasing the stimulation strength until sufficient spiking response was registered. Please
note two aspects: First, parasol cells as RGCs exhibit action potential behavior, as opposed
to bipolar cells which work with graded potentials. Second, the electrodes on the MAE were
both used for the stimulation pulses as well as for recording the spiking response from the
target cells. 25 parasol cells were located on the 61 electrode MAE with a electrode density
significantly higher than the parasol cell density, effectively yielding multiple electrodes
within the receptive fields of a single parasol cell. In addition to measuring the stimulation
thresholds necessary to trigger a reliable cell response, also the location of best stimulation
was determined. The location of best stimulation refers to the location of the stimulating
electrode with respect to the target cell where the lowest stimulation threshold was achieved.
Surprisingly, this was found out to not be on the cell soma, as one would expect, but roughly
13 micrometers further down the axon path. From there on, the experiments showed the
expected quadratic increase in stimulation threshold currents with respect to increasing
electrode to soma distance. The study results also showed that all stimulation thresholds
were well below the safety limits (around 0.05mC/cm2, as opposed to 0.1mC/cm2 being a
(low) safety limit) and that the cell response to a stimulation pulse was fast (0.2 ms latency
on average) and precise (small variance on latency). Further, the superior electrode density
over parasol cell density allowed a reliable addressing of individual cells by the stimulation
of the appropriate electrode, while preventing neighboring cells from also evoking a spike.

3.4.6 Overview of Alternative Technical Approaches

In this section, we give a short overview over some alternative approaches and technologies
currently being under research.

Nanotube Electrode

Classic MAEs contain electrodes made out of titanium nitride or indium tin oxide exposing
the implant to severe issues with long-term biocompatibility '®. A promising alternative to
metallic electrodes consists of carbon nanotubes (CNT) which combine a number of very
advantageous properties. First, they are fully bio compatible since they are made from
pure carbon. Second, their robustness makes them suited for long term implantation, a

Electrical Stimulation of Primate Retina for Epiretinal Implant Design . , ( Society of Neuroscience )
2008

18  Asaf Shoval, ChrisopherAdams, Moshe David-Pur, Mark Shein, Yael Hanein, Evelyne Sernagor . Carbon

nanotube electrodes for effective interfacing with retinal tissue Carbon nanotube electrodes for effective
interfacing with retinal tissue . , 2009
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key property for visual prosthesis. Further, the good electric conductivity allows them to
operate as electrodes. And finally, their very porous nature leads to extremely large contact
surfaces, encouraging the neurons to grow on top the CNTs, thus improving the neuron to
electrode contact and lowering the stimulation currents necessary to elicit a cell response.
However, CNT electrodes have only emerged recently and at this point only few scientific
results are available.

Wireless Implant Approaches

One of the main technical challenges with retinal implant relates to the cabling that connects
the MEA with the external stimuli, the power supply as well as the control signals. The
mechanical stress on the cabling affects its long term stability and durability, imposing a
big challenge on the materials used. Wireless technologies could be a way to circumvent
any cabling between the actual retinal implant and external devices. The energy of the
incoming light through the eye is not sufficient to trigger neural responses. Therefore, to
make a wireless implant work, extra power must be provided to the implant. An approach
presented by the Stanford School of Medecine uses an infrared LCD display to project the
scene captured by a video camera onto goggles, reflecting infrared pulses onto the chip
located on the retina. The chip also uses a photovoltaic rechargeable battery to provide the
power required to transfer the IR light into sufficiently strong stimulation pulses. Similar to
the subretinal approach, this also allows the eye to naturally fix and focus onto objects in
the scene, as the eye is free to move, allowing different parts of the IR image on the goggles
to be projected onto different areas on the chip located on the retina. Instead of using
infrared light, inductive coils can also be used to transmit electrical power and data signals
from external devices to the implant on the retina. This technology has been successfully
implemented and tested in the EPIRET3 retinal implant '°. However, those tests were more
a proof-of-concept, as only the patient’s ability to sense a visual signal upon applying a
stimulus on the electrodes was tested.

Directed Neural Growth

One way to allow a very precise neural stimulation with extremely low currents and even
over longer distances is to make the neurons grow their projections onto the electrode. By
applying the right chemical solution onto the retinal tissue, neural growth can be encouraged.
This can be achieved by applying a layer of Laminin onto the MEA’s surface. In order to
control the neural paths, the Laminin is not applied uniformly across the MEA surface, but
in narrow paths forming a pattern corresponding to the connections, the neurons should form.
This process of applying the Laminin in a precise, patterend way, is called “microcontact
printing”. A picture of what these Lamini paths look like is shown in Figure 5. The
successful directed neural growth achieved with this method allowed applying significantly
lower stimulation currents compared to classic electrode stimulation while still able to reliably

19  Susanne Klauke, Michael Goertz, Stefan Rein, Dirk Hoehl, Uwe Thomas, Reinhard Eckhorn, Frank
Bremmer, Thomas Wachtler . Stimulation with a Wireless Intraocular Epiretinal Implant Elicits Visual
Percepts in Blind Humans Stimulation with a Wireless Intraocular Epiretinal Implant Elicits Visual
Percepts in Blind Humans . , ( The Association for Research in Vision and Ophthalmology ) 2011
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trigger neural response 2°. Furthermore, the stimulation threshold no longer follows the
quadratic increase with respect to electrode-soma distance, but remains constant at the
same low level even for longer distances (>200 micrometer).

3.5 Other Visual Implants

In addition to the stimulation of the retina, also other elements of the visual system can be
stimulated

3.5.1 Stimulation of the Optic Nerve

With cuff-electrodes, typically with only a few segments.
Advantages:

o Little trauma to the eye.

Challenges:

e Not very specific.

20  Neville Z. Mehenti, GrehS. Tsien, Theodore Leng, Harvey A. Fishman, Stacey F. Bent . A model
retinal interface based on directed neuronal growth for single cell stimulation A model retinal interface
based on directed neuronal growth for single cell stimulation . , ( Springer ) 2006
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3.5.2 Cortical Implants

Figure 37 The Visual Cortical Implant

Dr. Mohamad Sawan?!, Professor and Researcher at Polystim neurotechnologies Labora-
tory?? at the Ecole Polytechnique de Montreal, has been working on a visual prosthesis
to be implanted into the human cortex. The basic principle of Dr. Sawan’s technology
consists in stimulating the visual cortex by implanting a silicium microchip on a network of
electrodes made of biocompatible materials and in which each electrode injects a stimulating
electrical current in order to provoke a series of luminous points to appear (an array of
pixels) in the field of vision of the sightless person. This system is composed of two distinct
parts: the implant and an external controller. The implant lodged in the visual cortex
wirelessly receives dedicated data and energy from the external controller. This implantable
part contains all the circuits necessary to generate the electrical stimuli and to oversee the
changing microelectrode/biological tissue interface. On the other hand, the battery-operated
outer control comprises a micro-camera which captures the image as well as a processor and
a command generator which process the imaging data to select and translate the captured
images and to generate and manage the electrical stimulation process and oversee the
implant. The external controller and the implant exchange data in both directions by a

21  http://www.polymtl.ca/recherche/rc/en/professeurs/details.php?NoProf=108/
22  http://www.polystim.ca/
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Visual System

powerful transcutaneous radio frequency (RF) link. The implant is powered the same way.
(Wikipedia http://en.wikipedia.org/wiki/Visual_prosthesis)

Advantages:

e Much larger area for stimulation: 2° radius of the central retinal visual field correspond
to 1 mm? on the retina, but to 2100 mm? in the visual cortex.

Challenges:

e Implantation is more invasive.
o Parts of the visual field lie in a sulcus and are very hard to reach.
e Stimulation can trigger seizures.

23

3.6 Computer Simulation of the Visual System

In this section an overview in the simulation of processing done by the early levels of the
visual system will be given. The implementation to reproduce the action of the visual system
will thereby be done with MATLAB? and its toolboxes. The processing done by the early
visual system was discussed in the section before and can be put together with some of the
functions they perform in the following schematic overview. A good description of the image
processing can be found in (Cormack 2000).

Schematic overview of Operations 2D Fourier Plane
the processing done

by the early visual

system Structure

World I(z,y,t,\)
Figure 38
Optics Low-pass spatial filtering F k|
Photoreceptor Array Sampling, more low-pass
filtering, temporal lowhand-
pass filtering, A filtering,
gain control, response com-
pression
23  http://en.wikibooks.org/wiki/Category’3A
24  http://en.wikibooks.org/wiki/MATLAB
e J
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Schematic overview of Operations 2D Fourier Plane
the processing done

by the early visual

system Structure

LGN Cells Spatiotemporal bandpass
filtering, A filtering, multiple
parallel representations

Figure 40

Primary Visual Cortical Simple cells: orientation,
Neurons: Simple & Complex phase, motion, binocular
disparity, & A filtering
Complex cells: no phase
filtering (contrast energy
detection)
On the left, are some of the major structures to be dis-
cussed;in the middle, are some of the major operations
done at the associated structure;in the right, are the 2-D
Fourier representations of the world, retinal image, and
sensitivities typical of a ganglion and cortical cell.(From
Handbook of Image and Video Processing, A. Bovik) Figure 41

As we can see in the above overview different stages of the image processing have to be
considered to simulate the response of the visual system to a stimulus. The next section will
therefore give a brief discussion in Image Processing. But first of all we will be concerned
with the Simulation of Sensory Organ Components.

3.6.1 Simulating Sensory Organ Components
Anatomical Parameters of the Eye
The average eye has an anterior corneal radius of curvature of rc = 7.8 mm , and an aqueous

refractive index of 1.336. The length of the eye is Ly = 24.2 mm. The iris is approximately
flat, and the edge of the iris (also called limbus) has a radius r;, = 5.86 mm.
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Optics of the Eyeball

The optics of the eyeball are characterized by its 2-D spatial impulse response function, the
Point Spread Function (PSF??)

h(r) =0.95-cxp (—2.6 - |r|36) +0.05 - exp (—2.4- |r|-74) ,

in which r is the radial distance in minutes of arc from the center of the image.

Practical implementation

Obviously, the effect on a given digital image depends on the distance of that image from
your eyes. As a simple place-holder, substitute this filter with a Gaussian filter with height
30, and with a standard deviation of 1.5.

In one dimension, a Gaussian is described by

g(z) =a-exp (—%) .

Activity of Ganglion Cells

0.125
0.100
0.075
0.050
0.025
0.000
—-0.025
—-0.050

Figure 42 Mexican Hat function, with simgal:sigma2 = 1:1.6

25  http://en.wikipedia.org/wiki/Point_spread_function
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Ignoring the

e temporal response

o effect of wavelength (especially for the cones)
e opening of the iris

e sampling and distribution of photo receptors
¢ bleaching of the photo-pigment

we can approximate the response of ganglion cells with a Difference of Gaussians (DOG,
Wikipedia http://en.wikipedia.org/wiki/Difference_of_gaussians)

oy 1 L N | _a?
f(m’o-)_m\/%e}(p( 20%) UQ\/ﬂeXp( 205)‘

The source code for a Python implementation is available under 26.

The values of o1 and o9 have a ratio of approximately 1:1.6, but vary as a function of
eccentricity. For midget cells (or P-cells), the Receptive Field Size (RFS) is approximately

RF'S =~ 2 -Eccentricity,

where the RFS is given in arcmin, and the Eccentricity in mm distance from the center of
the fovea (Cormack 2000).

Activity of simple cells in the primary visual cortex (V1)

Again ignoring temporal properties, the activity of simple cells in the primary visual cortex
(V1) can be modeled with the use of Gabor filters (Wikipedia http://en.wikipedia.org/
wiki/Gabor_filter). A Gabor filter is a linear filter whose impulse response is defined by
a harmonic function (sinusoid) multiplied by a Gaussian function. The Gaussian function
causes the amplitude of the harmonic function to diminish away from the origin, but near
the origin, the properties of the harmonic function dominate

2 2,12 /
9(z,y; X, 0,9,0,7) = exp <_f”‘2272y> cos <27T9; +¢> ’

where

2’ =xcosf+ysinb,

and

/ J—

Yy = —xsinf+ycosh.

In this equation, A represents the wavelength of the cosine factor, 6 represents the orientation
of the normal to the parallel stripes of a Gabor function (Wikipedia http://en.wikipedia.
org/wiki/Gabor_function), ¢ is the phase offset, o is the sigma of the Gaussian envelope

26 Mexican Hat Function [Python] 27. . Retrieved
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Visual System

and -y is the spatial aspect ratio, and specifies the ellipticity of the support of the Gabor
function.

Gabor-like functions arise naturally, simply from the statistics of everyday scenes 2®. An
example how even the statistics of a simple image can lead to the emergence of Gabor-like
receptive fields, written in Python, is presented in 2; and a (Python-)demonstration of the
effects of filtering an image with Gabor-functions can be found at 3.

120
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Figure 43 Gabor function, with sigma = 1, theta = 1, lambda = 4, psi = 2,
gamma = 1

This is an example implementation in MATLAB33:

function gb = gabor_fn(sigma,theta,lambda,psi,gamma)

sigma_x = sigma;
sigma_y = sigma/gamma;

/% Bounding box

nstds = 3;

xmax =
max (abs (nstds*sigma_x*cos(theta)),abs(nstds*sigma_y*sin(theta)));

28  Olshausen,B.A. and Field,D.J. . Emergence of simple-cell receptive field properties by learning a sparse
code for natural images Emergence of simple-cell receptive field properties by learning a sparse code for
natural images . Nature , 381 : 607-609 1996

29 Emergence of Gabor-like functions from a Simplelimage [Python] 3°. . Retrieved

31 Demo-application of Gabor filters to an image [Python] 32. . Retrieved
33  http://en.wikibooks.org/wiki/MATLAB
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xmax = ceil(max(1,xmax));
ymax =
max (abs (nstds*sigma_x*sin(theta)) ,abs(nstds*sigma_y*cos(theta)));
ymax = ceil(max(1,ymax));
xmin = -xmax;
ymin = -ymax;
[x,y] = meshgrid(xmin:0.05:xmax,ymin:0.05:ymax) ;

/% Rotation
x_theta = x*cos(theta) + y*sin(theta);
y_theta = -x*sin(theta) + y*cos(theta);

gb = exp(-.5*%(x_theta. 2/sigma_x"2+y_theta. 2/sigma_y~2)) .*
cos (2+pi/lambda*x_theta+psi);

end

And an equivalent Pyhon implementation would be:

import numpy as np
import matplotlib.pyplot as mp

def gabor_fn(sigma = 1, theta = 1, g_lambda = 4, psi = 2, gamma = 1):
# Calculates the Gabor function with the given parameters

sigma_x = sigma
sigma_y = sigma/gamma

# Boundingbox:

nstds = 3

xmax = max( abs(nstds*sigma_x * np.cos(theta)), abs(nstds*sigma_y
* np.sin(theta)) )

ymax = max( abs(nstds*sigma_x * np.sin(theta)), abs(nstds*sigma_y
* np.cos(theta)) )

xmax = np.ceil(max(1,xmax))

ymax = np.ceil(max(1,ymax))
xmin = -xmax
ymin = -ymax

numPts = 201
(x,y) = np.meshgrid(np.linspace(xmin, xmax, numPts),
np.linspace(ymin, ymax, numPts) )

# Rotation
x_theta = x * np.cos(theta) + y * np.sin(theta)
y_theta = -x * np.sin(theta) + y * np.cos(theta)
gb = np.exp( -0.5% (x_theta**2/sigma_x*x2 +
y_theta**2/sigma_y**2) ) * \
np.cos( 2*np.pi/g_lambdaxx_theta + psi )

return gb

if __name__ == ,__main__,:
# Main function: calculate Gabor function for default parameters
and show it
gaborValues = gabor_fn()
mp . imshow (gaborValues)
mp. colorbar ()

mp. show()
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3.6.2 Image Processing

One major technical tool to understand is the way a computer handles images. We have to
know how we can edit images and what techniques we have to rearrange images.

Image Representation

Grayscale

'Wﬁﬁﬂ =il — 8 . ) JIEh data LIEILJ .P’ncelRegiun(lmageTooll)

file Edit Window Help Hle Tools Window Help File Edit Window Help
3 |
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\ \ -]

98 | 91

108 | 102 UL |

119 1 123
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E
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»
Display range: [0 255] Pixel info: (118, 133) 145

Figure 44 Representation of graylevel images.

For a computer an image is nothing more than a huge amount of little squares. These
squares are called "pixel". In a grayscale image, each of this pixel carries a number n, often
it holds 0 <n < 255. This number n, represents the exactly color of this square in the image.
This means, in a grayscale image we can use 256 different grayscales, where 255 means a
white spot, and 0 means the square is black. To be honest, we could even use more than
256 different levels of gray. In the mentioned way, every pixels uses exactly 1 byte (or 8 bit)
of memory to be saved. (Due to the binary system of a computer it holds: 28=256) If you
think it is necessary to have more different gray scales in your image, this is not a problem.
You just can use more memory to save the picture. But just remember, this could be a hard
task for huge images. Further quite often you have the problem that your sensing device
(e.g. your monitor) can not show more than this 256 different gray colors.

Colour
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Overview (Image Tool 2)
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Figure 45 Image represented with RGB-notation

[Pcetinto: 208, 279) (221 120 128) Pcelinfo: (X, Y) RG 8]

Representing a colourful image is only slightly more complicated than the grayscale picture.
All you have to know is that the computer works with a additive colour mixture of the three
main colors Red, Green and Blue. This are the so called RGB colours.

Also these images are saved by pixels. But now every pixel has to know 3 values between 0
and 256, for every Color 1 value. So know we have 2563= 16,777,216 different colours which
can be represented. Similar to the grayscale images also here holds, that no color means
black, and having all color means white. That means, the colour (0,0,0) is black, whereas
(0,0,255) means blue and (255,255,255) is white.

Orientation

(0/0) Columg
Y A (1/3)

(1/3)

Row

XV

(0/0)

Figure 46

WARNING - There are two common, but different ways to describe the location of a point in
2 dimensions: 1) The x/y notation, with x typically pointing to the left 2) The row/column
orientation Carefully watch out which coordinates you are using to describe your data, as
the two descriptions are not consistent!

61



Visual System

Image Filtering

1D Filter

In many technical applications, we find some primitive basis in which we easily can describe
features. In 1 dimensional cases filters are not a big deal, therefore we can use this filters
for changing images. The so called "Savitzky- Golay Filter" allows to smooth incoming
signals. The filter was described in 1964 by Abraham Savitzky and Marcel J. E. Golay. It is
a impulse-respond filter (IR).

For better understanding, lets look at a example. In 1d we usually deal with vectors. One such
given vector, we call x and it holds: x = (x1,z2,...,x,)withn € N. Our purpose is to smooth
that vector x. To do so all we need is another vector (w) = (w1, ws,..., Wy, )withn >m € N,
this vector we call a weight vector.

(1) XQ2) o ' x(n-3) x(n-2) X(n-1) X(N) | oo x(end-1) x(end)

y(n-1) y(n)
Figure 47

m
With y(k) = Zw(z)x(k’ —m+1i) we now have a smoothed vector y. This vector is smoother
1

than the vecfcor before, because we only save the average over a few entries in the vector.
These means the newly found vectorentries, depends on some entries right left and right of
the entry to smooth. One major drawback of this approach is, the newly found vector y
only has n-m entries instead of n as the original vector x.

Drawing this new vector would lead to the same function as before, just with less amplitude.
So no data is lost, but we have less fluctuation.

2D Filter

Going from the 1d case to the 2d case is done by simply make out of vectors matrices. As
already mentioned, a gray-level image is for a computer or for a softwaretool as MATLAB
nothing more, than a huge matrix filled with natural numbers, often between 0 and 255.
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The weight vector is now a weight-matrix. But still we use the filter by adding up different
k1

matrix-element-multiplications. y(n,m) = Z Z wij X x(n—14+1i,m—14j)
i=1j=1

Dilation and Erosion

For linear filters as seen before, it holds that they are commutativ®*. Cite from wikipedia:
"One says that x commutes with y under = if:

TRy =y*x"

In other words, it does not matter how many and in which sequence different linear filters you
use. E.g. if a Savitzky-Golay filter is applied to some date, and then a second Savitzky-Golay
filter for calculationg the first derivative, the result is the same if the sequence of filters is
reversed. It even holds, that there would have been one filter, which does the same as the
two applied.

In contrast morphological operations on an image are non-linear operations and the final
result depends on the sequence. If we think of any image, it is defined by pixels with values
xjj. Further this image is assumed to be a black-and-white image, so we have

x;j = O0orl, Vi, j

To define a morphological operation we have to set a structural element SE. As example,
a 3x3-Matrix as a part of the image.

34  http://en.wikipedia.org/wiki/Commutativity
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The definition of erosion E says:

3
0,2f Z (Se)i]’ <9

E(M) = i,j=0 ,with(se)ij,M cSE

1,else

So in words, if any of the pixels in the structural element M has value 0, the erosion sets
the value of M, a specific pixel in M, to zero. Otherwise E(M)=1

And for the dilation D it holds, if any value in SE is 1, the dilation of M, D(M), is set to 1.

3
1,if Z (se)ij >=

=1
0,else
Eroded Dilated
Opened (Dilation after Erosion) Closed (Erosion after Dilation)

Compositions of Dilation and Erosion: Opening and Closing of Images

Figure 49
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There are two compositions of dilation and erosion. One called opening the other called
closing. It holds:

opening = dilation oerosion

closing = erostonodilation

3.7 References

35

35 http://en.wikibooks.org/wiki/Category’%34A
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4 Auditory System

4.1 Introduction

The sensory system for the sense of hearing is the auditory system. This wikibook covers the
physiology of the auditory system, and its application to the most successful neurosensory
prosthesis - cochlear implants. The physics and engineering of acoustics are covered in a
separate wikibook, Acoustics’. An excellent source of images and animations is "Journey
into the world of hearing" 2.

The ability to hear is not found as widely in the animal kingdom as other senses like touch,
taste and smell. It is restricted mainly to vertebrates and insects. Within these, mammals
and birds have the most highly developed sense of hearing. The table below shows frequency
ranges of humans and some selected animals:

Humans 20-20'000 Hz
Whales 20-100'000 Hz
Bats 1'500-100'000 Hz
Fish 20-3'000 Hz

The organ that detects sound is the ear. It acts as receiver in the process of collecting
acoustic information and passing it through the nervous system into the brain. The ear
includes structures for both the sense of hearing and the sense of balance. It does not only
play an important role as part of the auditory system in order to receive sound but also in
the sense of balance and body position.

Figure 51 Figure 52 Big Figure 53 Hy-
Ficure 50 'Humpbfcxck. whales  cared townsend phessobrycon
Mg L 4 child in the singing bat pulchripinnis fish
other and chi position

Humans have a pair of ears placed symmetrically on both sides of the head which makes it
possible to localize sound sources. The brain extracts and processes different forms of data
in order to localize sound, such as:

1 http://en.wikibooks.org/wiki/Acoustics
2 Journey into the world of hearing 3. . Retrieved
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o the shape of the sound spectrum at the tympanic membrane (eardrum)

 the difference in sound intensity between the left and the right ear

o the difference in time-of-arrival between the left and the right ear

o the difference in time-of-arrival between reflections of the ear itself (this means in other
words: the shape of the pinna (pattern of folds and ridges) captures sound-waves in a
way that helps localizing the sound source, especially on the vertical axis.

Healthy, young humans are able to hear sounds over a frequency range from 20 Hz to 20 kHz.
We are most sensitive to frequencies between 2000 to 4000 Hz which is the frequency range
of spoken words. The frequency resolution is 0.2% which means that one can distinguish
between a tone of 1000 Hz and 1002 Hz. A sound at 1 kHz can be detected if it deflects the
tympanic membrane (eardrum) by less than 1 Angstrom, which is less than the diameter
of a hydrogen atom. This extreme sensitivity of the ear may explain why it contains the
smallest bone that exists inside a human body: the stapes (stirrup). It is 0.25 to 0.33 cm
long and weighs between 1.9 and 4.3 mg.

4.2 Anatomy of the Auditory System

Figure 54 Human (external)
ear

The aim of this section is to explain the anatomy of the auditory system of humans.
The chapter illustrates the composition of auditory organs in the sequence that acoustic
information proceeds during sound perception.

Please note that the core information for “Sensory Organ Components” can also be found
on the Wikipedia page “Auditory system”, excluding some changes like extensions and

68



Anatomy of the Auditory System

specifications made in this article. (see also: Wikipedia Auditory system?)

The auditory system senses sound waves, that are changes in air pressure, and converts
these changes into electrical signals. These signals can then be processed, analyzed and
interpreted by the brain. For the moment, let's focus on the structure and components of
the auditory system. The auditory system consists mainly of two parts:

e the ear and

 the auditory nervous system (central auditory system)

4.2.1 The ear

The ear is the organ where the first processing of sound occurs and where the sensory
receptors are located. It consists of three parts:

e outer ear
o middle ear

e inner ear

4 http://en.wikipedia.org/wiki/Auditory_system
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Figure 55 Anatomy of the human ear (green: outer ear / red: middle ear / purple: inner
ear)

Outer ear

Function: Gathering sound energy and amplification of sound pressure.

The folds of cartilage surrounding the ear canal (external auditory meatus, external acoustic
meatus) are called the pinna. It is the visible part of the ear. Sound waves are reflected
and attenuated when they hit the pinna, and these changes provide additional information
that will help the brain determine the direction from which the sounds came. The sound
waves enter the auditory canal, a deceptively simple tube. The ear canal amplifies sounds
that are between 3 and 12 kHz. At the far end of the ear canal is the tympanic membrane
(eardrum), which marks the beginning of the middle ear.
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Middle ear

Figure 56  Micro-CT image of the ossicular chain showing the relative position of each
ossicle.

Function: Transmission of acoustic energy from air to the cochlea.

Sound waves traveling through the ear canal will hit the tympanic membrane (tympanum,
eardrum). This wave information travels across the air-filled tympanic cavity (middle ear
cavity) via a series of bones: the malleus (hammer), incus (anvil) and stapes (stirrup).
These ossicles act as a lever and a teletype, converting the lower-pressure eardrum sound
vibrations into higher-pressure sound vibrations at another, smaller membrane called the
oval (or elliptical) window, which is one of two openings into the cochlea of the inner ear.
The second opening is called round window. It allows the fluid in the cochlea to move. The
malleus articulates with the tympanic membrane via the manubrium, whereas the stapes
articulates with the oval window via its footplate. Higher pressure is necessary because the
inner ear beyond the oval window contains liquid rather than air. The sound is not amplified
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uniformly across the ossicular chain. The stapedius reflex of the middle ear muscles helps
protect the inner ear from damage. The middle ear still contains the sound information in
wave form; it is converted to nerve impulses in the cochlea.

Inner ear

Structural diagram of the cochlea Cross section of the cochlea

scala vestibuli

Oval Nerve
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scala media
Organ
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Figure 57 scalatympani

Figure 58

Function: Transformation of mechanical waves (sound) into electric signals (neural signals).

The inner ear consists of the cochlea and several non-auditory structures. The cochlea is a
snail-shaped part of the inner ear. It has three fluid-filled sections: scala tympani (lower
gallery), scala media (middle gallery, cochlear duct) and scala vestibuli (upper gallery). The
cochlea supports a fluid wave driven by pressure across the basilar membrane separating
two of the sections (scala tympani and scala media). The basilar membrane is about 3
cm long and between 0.5 to 0.04 mm wide. Reissner’s membrane (vestibular membrane)
separates scala media and scala vestibuli. Strikingly, one section, the scala media, contains
an extracellular fluid similar in composition to endolymph, which is usually found inside of
cells. The organ of Corti is located in this duct, and transforms mechanical waves to electric
signals in neurons. The other two sections, scala tympani and scala vestibuli, are located
within the bony labyrinth which is filled with fluid called perilymph. The chemical difference
between the two fluids endolymph (in scala media) and perilymph (in scala tympani and
scala vestibuli) is important for the function of the inner ear.

Organ of Corti

The organ of Corti forms a ribbon of sensory epithelium which runs lengthwise down
the entire cochlea. The hair cells of the organ of Corti transform the fluid waves into
nerve signals. The journey of a billion nerves begins with this first step; from here further
processing leads to a series of auditory reactions and sensations.
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4.2.2 Transition from ear to auditory nervous system

Inner hair cells
Tectorial membrane

Outer hair ce;IIs

<

Basilar fiber ./
Spiral ganglion /

Cochlear nerve

Figure 59 Section through the spiral organ of Corti

Hair cells

Hair cells are columnar cells, each with a bundle of 100-200 specialized cilia at the top,
for which they are named. These cilia are the mechanosensors for hearing. The shorter
ones are called stereocilia, and the longest one at the end of each haircell bundlekinocilium.
The location of the kinocilium determines the on-direction, i.e. the direction of deflection
inducing the maximum hair cell excitation. Lightly resting atop the longest cilia is the
tectorial membrane, which moves back and forth with each cycle of sound, tilting the cilia
and allowing electric current into the hair cell.

The function of hair cells is not fully established up to now. Currently, the knowledge of
the function of hair cells allows to replace the cells by cochlear implants in case of hearing
lost. However, more research into the function of the hair cells may someday even make
it possible for the cells to be repaired. The current model is that cilia are attached to one
another by “tip links”, structures which link the tips of one cilium to another. Stretching
and compressing, the tip links then open an ion channel and produce the receptor potential
in the hair cell. Note that a deflection of 100 nanometers already elicits 90% of the full
receptor potential.
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Neurons

The nervous system distinguishes between nerve fibres carrying information towards the
central nervous system and nerve fibres carrying the information away from it:

o Afferent neurons (also sensory or receptor neurons) carry nerve impulses from receptors
(sense organs) towards the central nervous system

o Efferent neurons (also motor or effector neurons) carry nerve impulses away from the
central nervous system to effectors such as muscles or glands (and also the ciliated cells
of the inner ear)

Afferent neurons innervate cochlear inner hair cells, at synapses where the neurotransmitter
glutamate communicates signals from the hair cells to the dendrites of the primary
auditory neurons. There are far fewer inner hair cells in the cochlea than afferent nerve
fibers. The neural dendrites belong to neurons of the auditory nerve, which in turn
joins the vestibular nerve to form the vestibulocochlear nerve, or cranial nerve number VIII.

Efferent projections from the brain to the cochlea also play a role in the perception of sound.
Efferent synapses occur on outer hair cells and on afferent (towards the brain) dendrites
under inner hair cells.

4.2.3 Auditory nervous system

The sound information, now re-encoded in form of electric signals, travels down the auditory
nerve (acoustic nerve, vestibulocochlear nerve, VIIIth cranial nerve), through intermediate
stations such as the cochlear nuclei and superior olivary complex of the brainstem and the
inferior colliculus of the midbrain, being further processed at each waypoint. The information
eventually reaches the thalamus, and from there it is relayed to the cortex. In the human
brain, the primary auditory cortex is located in the temporal lobe.

Primary auditory cortex

The primary auditory cortex is the first region of cerebral cortex to receive auditory input.
Perception of sound is associated with the right posterior superior temporal gyrus (STG).
The superior temporal gyrus contains several important structures of the brain, including
Brodmann areas 41 and 42, marking the location of the primary auditory cortex, the cortical
region responsible for the sensation of basic characteristics of sound such as pitch and
rhythm. The auditory association area is located within the temporal lobe of the brain, in
an area called the Wernicke's area, or area 22. This area, near the lateral cerebral sulcus, is
an important region for the processing of acoustic signals so that they can be distinguished
as speech, music, or noise.
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4.3 Auditory Signal Processing

Now that the anatomy of the auditory system has been sketched out, this topic goes deeper
into the physiological processes which take place while perceiving acoustic information and
converting this information into data that can be handled by the brain. Hearing starts with
pressure waves hitting the auditory canal and is finally perceived by the brain. This section
details the process transforming vibrations into perception.

4.3.1 Effect of the head

Sound waves with a wavelength shorter than the head produce a sound shadow on the
ear further away from the sound source. When the wavelength is shorter than the head,
diffraction of the sound leads to approximately equal sound intensities on both ears.
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Figure 60 Difference in loudness and timing help us to localize the source of a sound
signal.

4.3.2 Sound reception at the pinna

The pinna collects sound waves in air affecting sound coming from behind and the front
differently with its corrugated shape. The sound waves are reflected and attenuated or
amplified. These changes will later help sound localization.

In the external auditory canal, sounds between 3 and 12 kHz - a range crucial for human
communication - are amplified. It acts as resonator amplifying the incoming frequencies.
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4.3.3 Sound conduction to the cochlea

Sound that entered the pinna in form of waves travels along the auditory canal until it
reaches the beginning of the middle ear marked by the tympanic membrane (eardrum).
Since the inner ear is filled with fluid, the middle ear is kind of an impedance matching
device in order to solve the problem of sound energy reflection on the transition from air to
the fluid. As an example, on the transition from air to water 99.9% of the incoming sound
energy is reflected. This can be calculated using:

b (i)’
I; = \Z2+2,

with I, the intensity of the reflected sound, I; the intensity of the incoming sound and Zy
the wave resistance of the two media ( Zaiy = 414 kg m? s! and Zyater = 1.48%10% kg m™
s1). Three factors that contribute the impedance matching are:

« the relative size difference between tympanum and oval window
o the lever effect of the middle ear ossicles and
o the shape of the tympanum.
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b
Figure 61 Mechanics of the amplification effect of the middle ear.

The longitudinal changes in air pressure of the sound-wave cause the tympanic membrane to
vibrate which, in turn, makes the three chained ossicles malleus, incus and stirrup oscillate
synchronously. These bones vibrate as a unit, elevating the energy from the tympanic
membrane to the oval window. In addition, the energy of sound is further enhanced by
the areal difference between the membrane and the stapes footplate. The middle ear acts
as an impedance transformer by changing the sound energy collected by the tympanic
membrane into greater force and less excursion. This mechanism facilitates transmission of
sound-waves in air into vibrations of the fluid in the cochlea. The transformation results
from the pistonlike in- and out-motion by the footplate of the stapes which is located in the
oval window. This movement performed by the footplate sets the fluid in the cochlea into
motion.

Through the stapedius muscle, the smallest muscle in the human body, the middle ear has
a gating function: contracting this muscle changes the impedance of the middle ear, thus
protecting the inner ear from damage through loud sounds.
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4.3.4 Frequency analysis in the cochlea

The three fluid-filled compartements of the cochlea (scala vestibuli, scala media, scala
tympani) are separated by the basilar membrane and the Reissner’s membrane. The
function of the cochlea is to separate sounds according to their spectrum and transform
it into a neural code. When the footplate of the stapes pushes into the perilymph of the
scala vestibuli, as a consequence the membrane of Reissner bends into the scala media.
This elongation of Reissner’s membrane causes the endolymph to move within the scala
media and induces a displacement of the basilar membrane. The separation of the sound
frequencies in the cochlea is due to the special properties of the basilar membrane. The
fluid in the cochlea vibrates (due to in- and out-motion of the stapes footplate) setting
the membrane in motion like a traveling wave. The wave starts at the base and progresses
towards the apex of the cochlea. The transversal waves in the basilar membrane propagate
with

Ctrans = \/%

with p the shear modulus and p the density of the material. Since width and tension of the
basilar membrane change, the speed of the waves propagating along the membrane changes
from about 100 m/s near the oval window to 10 m/s near the apex.

There is a point along the basilar membrane where the amplitude of the wave decreases
abruptly. At this point, the sound wave in the cochlear fluid produces the maximal
displacement (peak amplitude) of the basilar membrane. The distance the wave travels
before getting to that characteristic point depends on the frequency of the incoming sound.
Therefore each point of the basilar membrane corresponds to a specific value of the stimulating
frequency. A low-frequency sound travels a longer distance than a high-frequency sound
before it reaches its characteristic point. Frequencies are scaled along the basilar membrane
with high frequencies at the base and low frequencies at the apex of the cochlea.
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Figure 62  The position x of the maximal amplitude of the travelling wave corresponds
in a 1-to-1 way to a stimulus frequency.

4.3.5 Sensory transduction in the cochlea

Most everyday sounds are composed of multiple frequencies. The brain processes the distinct
frequencies, not the complete sounds. Due to its inhomogeneous properties, the basilar
membrane is performing an approximation to a Fourier transform. The sound is thereby split
into its different frequencies, and each hair cell on the membrane corresponds to a certain
frequency. The loudness of the frequencies is encoded by the firing rate of the corresponding
afferent fiber. This is due to the amplitude of the traveling wave on the basilar membrane,
which depends on the loudness of the incoming sound.
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Figure 63  Transduction mechanism in auditory or vestibular hair cell. Tilting the hair
cell towards the kinocilium opens the potassium ion channels. This changes the receptor
potential in the hair cell. The resulting emission of neurotransmitters can elicit an action
potential (AP) in the post-synaptic cell.
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Figure 64 Auditory haircells are very similar to those of the vestibular system. Here an
electron microscopy image of a frog's sacculus haircell.

The sensory cells of the auditory system, known as hair cells, are located along the basilar
membrane within the organ of Corti. Each organ of Corti contains about 16’000 such cells,
innervated by about 30'000 afferent nerve fibers. There are two anatomically and functionally
distinct types of hair cells: the inner and the outer hair cells. Along the basilar membrane
these two types are arranged in one row of inner cells and three to five rows of outer cells.
Most of the afferent innervation comes from the inner hair cells while most of the efferent
innervation goes to the outer hair cells. The inner hair cells influence the discharge rate of
the individual auditory nerve fibers that connect to these hair cells. Therefore inner hair
cells transfer sound information to higher auditory nervous centers. The outer hair cells, in
contrast, amplify the movement of the basilar membrane by injecting energy into the motion
of the membrane and reducing frictional losses but do not contribute in transmitting sound
information. The motion of the basilar membrane deflects the stereocilias (hairs on the hair
cells) and causes the intracellular potentials of the hair cells to decrease (depolarization)
or increase (hyperpolarization), depending on the direction of the deflection. When the
stereocilias are in a resting position, there is a steady state current flowing through the
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channels of the cells. The movement of the stereocilias therefore modulates the current flow
around that steady state current.

Lets look at the modes of action of the two different hair cell types separately:
e Inner hair cells:

The deflection of the hair-cell stereocilia opens mechanically gated ion channels that allow
small, positively charged potassium ions (K*) to enter the cell and causing it to depolarize.
Unlike many other electrically active cells, the hair cell itself does not fire an action potential.
Instead, the influx of positive ions from the endolymph in scala media depolarizes the
cell, resulting in a receptor potential. This receptor potential opens voltage gated calcium
channels; calcium ions (Ca?") then enter the cell and trigger the release of neurotransmitters
at the basal end of the cell. The neurotransmitters diffuse across the narrow space between
the hair cell and a nerve terminal, where they then bind to receptors and thus trigger action
potentials in the nerve. In this way, neurotransmitter increases the firing rate in the VII-
Ith cranial nerve and the mechanical sound signal is converted into an electrical nerve signal.

The repolarization in the hair cell is done in a special manner. The perilymph in Scala
tympani has a very low concentration of positive ions. The electrochemical gradient makes
the positive ions flow through channels to the perilymph. (see also: Wikipedia Hair cell®)

e Outer hair cells:

In humans outer hair cells, the receptor potential triggers active vibrations of the cell body.
This mechanical response to electrical signals is termed somatic electromotility and drives
oscillations in the cell’s length, which occur at the frequency of the incoming sound and
provide mechanical feedback amplification. Outer hair cells have evolved only in mammals.
Without functioning outer hair cells the sensitivity decreases by approximately 50 dB (due
to greater frictional losses in the basilar membrane which would damp the motion of the
membrane). They have also improved frequency selectivity (frequency discrimination), which
is of particular benefit for humans, because it enables sophisticated speech and music. (see
also: Wikipedia Hair cell®)

With no external stimulation, auditory nerve fibres discharge action potentials in a random
time sequence. This random time firing is called spontaneous activity. The spontaneous
discharge rates of the fibers vary from very slow rates to rates of up to 100 per second.
Fibers are placed into three groups depending on whether they fire spontaneously at high,
medium or low rates. Fibers with high spontaneous rates (> 18 per second) tend to be more
sensitive to sound stimulation than other fibers.

5 http://en.wikipedia.org/wiki/Hair_cell
6 http://en.wikipedia.org/wiki/Hair_cell
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4.3.6 Auditory pathway of nerve impulses
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Figure 65 Lateral lemniscus in red, as it connects the
cochlear nucleus, superior olivary nucleus and the inferior
colliculus. Seen from behind.

So in the inner hair cells the mechanical sound signal is finally converted into electrical
nerve signals. The inner hair cells are connected to auditory nerve fibres whose nuclei form
the spiral ganglion. In the spiral ganglion the electrical signals (electrical spikes, action
potentials) are generated and transmitted along the cochlear branch of the auditory nerve
(VIIIth cranial nerve) to the cochlear nucleus in the brainstem.

From there, the auditory information is divided into at least two streams:
e Ventral Cochlear Nucleus:

One stream is the ventral cochlear nucleus which is split further into the posteroventral
cochlear nucleus (PVCN) and the anteroventral cochlear nucleus (AVCN). The ventral
cochlear nucleus cells project to a collection of nuclei called the superior olivary complex.
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Superior olivary complex: Sound localization

The superior olivary complex - a small mass of gray substance - is believed to be involved
in the localization of sounds in the azimuthal plane (i.e. their degree to the left or the
right). There are two major cues to sound localization: Interaural level differences (ILD)
and interaural time differences (ITD). The ILD measures differences in sound intensity
between the ears. This works for high frequencies (over 1.6 kHz), where the wavelength is
shorter than the distance between the ears, causing a head shadow - which means that high
frequency sounds hit the averted ear with lower intensity. Lower frequency sounds don't cast
a shadow, since they wrap around the head. However, due to the wavelength being larger
than the distance between the ears, there is a phase difference between the sound waves
entering the ears - the timing difference measured by the ITD. This works very precisely
for frequencies below 800 Hz, where the ear distance is smaller than half of the wavelength.
Sound localization in the median plane (front, above, back, below) is helped through the
outer ear, which forms direction-selective filters.

There, the differences in time and loudness of the sound information in each ear are compared.
Differences in sound intensity are processed in cells of the lateral superior olivary complexm
and timing differences (runtime delays) in the medial superior olivary complex. Humans can
detect timing differences between the left and right ear down to 10 us, corresponding to a
difference in sound location of about 1 deg. This comparison of sound information from both
ears allows the determination of the direction where the sound came from. The superior
olive is the first node where signals from both ears come together and can be compared. As
a next step, the superior olivary complex sends information up to the inferior colliculus via a
tract of axons called lateral lemniscus. The function of the inferior colliculus is to integrate
information before sending it to the thalamus and the auditory cortex. It is interesting
to know that the superior colliculus close by shows an interaction of auditory and visual
stimuli.

e Dorsal Cochlear Nucleus:

The dorsal cochlear nucleus (DCN) analyzes the quality of sound and projects directly via
the lateral lemnisucs to the inferior colliculus.

From the inferior colliculus the auditory information from ventral as well as dorsal cochlear
nucleus proceeds to the auditory nucleus of the thalamus which is the medial geniculate
nucleus. The medial geniculate nucleus further transfers information to the primary audi-
tory cortex, the region of the human brain that is responsible for processing of auditory
information, located on the temporal lobe. The primary auditory cortex is the first relay
involved in the conscious perception of sound.

4.3.7 Primary auditory cortex and higher order auditory areas

Sound information that reaches the primary auditory cortex (Brodmann areas 41 and 42).
The primary auditory cortex is the first relay involved in the conscious perception of sound.
It is known to be tonotopically organized and performs the basics of hearing: pitch and
volume. Depending on the nature of the sound (speech, music, noise), is further passed
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to higher order auditory areas. Sounds that are words are processed by Wernicke’s area
(Brodmann area 22). This area is involved in understanding written and spoken language
(verbal understanding). The production of sound (verbal expression) is linked to Broca’s area
(Brodmann areas 44 and 45). The muscles to produce the required sound when speaking are
contracted by the facial area of motor cortex which are regions of the cerebral cortex that
are involved in planning, controlling and executing voluntary motor functions.

Figure 66 Lateral surface of the brain with Brodmann's areas
numbered.

4.4 Human Speech

4.4.1 Terminology
Loudness

The intensity of sound is t