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1 Atoms

1.1 What does an atom look like?

1.1.1 Like this?

Figure 1

Figure 2
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Atoms

Figure 3

Figure 4

1.1.2 Or like this?
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What does an atom look like?

Figure 5 ρ2p0

Figure 6 ρ3p0
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Atoms

Figure 7 ρ3d0

Figure 8 ρ4p0
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What does an atom look like?

Figure 9 ρ4d0

Figure 10 ρ4f0
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Atoms

Figure 11 ρ5d0

Figure 12 ρ5f0

None of these images depicts an atom as it is. This is because it is impossible to even
visualize an atom as it is. Whereas the best you can do with the images in the first row
is to erase them from your memory, they represent a way of viewing the atom that is too
simplified for the way we want to start thinking about it, the eight fuzzy images in the next
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Quantum states

row deserve scrutiny. Each represents an aspect of a stationary state of atomic hydrogen.
You see neither the nucleus (a proton) nor the electron. What you see is a fuzzy position.
To be precise, what you see is a cloud-like blur, which is symmetrical about the vertical axis,
and which represents the atom's internal relative position — the position of the electron
relative to the proton or the position of the proton relative to the electron.

• What is the state of an atom?
• What is a stationary state?
• What exactly is a fuzzy position?
• How does such a blur represent the atom's internal relative position?
• Why can we not describe the atom's internal relative position as it is?

1.2 Quantum states

In quantum mechanics, states1 are probability algorithms. We use them to calculate the
probabilities of the possible outcomes of measurements2 on the basis of actual measurement
outcomes. A quantum state takes as its input

• one or several measurement outcomes,
• a measurement M,
• the time of M,

and it yields as its output the probabilities of the possible outcomes of M.

A quantum state is called stationary if the probabilities it assigns are independent of the
time of the measurement to the possible outcomes of which they are assigned.

From the mathematical point of view, each blur represents a density function3 ρ(r). Imagine
a small region R like the little box inside the first blur. And suppose that this is a region of
the (mathematical) space of positions relative to the proton. If you integrate ρ(r) over R,
you obtain the probability p(R) of finding the electron in R, provided that the appropriate
measurement is made:

p(R) =
∫
R
ρ(r)d3r.

"Appropriate" here means capable of ascertaining the truth value of the proposition "the
electron is in R", the possible truth values being "true" or "false". What we see in each of
the following images is a surface of constant probability density.

1 http://en.wikipedia.org/wiki/Quantum%20state
2 http://en.wikipedia.org/wiki/Measurement%20in%20quantum%20mechanics
3 http://en.wikipedia.org/wiki/Probability%20density%20function
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Atoms

Figure 13 ρ2p0

Figure 14 ρ3p0
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Quantum states

Figure 15 ρ3d0
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Atoms

Figure 16 ρ4p0

Figure 17 ρ4d0
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Quantum states

Figure 18 ρ4f0

Figure 19 ρ5d0
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Atoms

Figure 20 ρ5f0

Now imagine that the appropriate measurement is made. Before the measurement, the
electron is neither inside R nor outside R. If it were inside, the probability of finding it
outside would be zero, and if it were outside, the probability of finding it inside would be
zero. After the measurement, on the other hand, the electron is either inside or outside R.

Conclusions:

• Before the measurement, the proposition "the electron is in R" is neither true nor false; it
lacks a (definite) truth value4.

• A measurement generally changes the state of the system on which it is performed.

As mentioned before, probabilities are assigned not only to measurement outcomes but
also on the basis of measurement outcomes. Each density function ρnlm serves to assign
probabilities to the possible outcomes of a measurement of the position of the electron
relative to the proton. And in each case the assignment is based on the outcomes of a
simultaneous measurement of three observables: the atom's energy (specified by the value of
the principal quantum number n), its total angular momentum5 l (specified by a letter, here
p, d, or f), and the vertical component of its angular momentum m.

1.3 Fuzzy observables

We say that an observable Q with a finite or countable number of possible values qk is fuzzy
(or that it has a fuzzy value) if and only if at least one of the propositions "The value of Q is

4 http://en.wikipedia.org/wiki/Truth%20value
5 http://en.wikipedia.org/wiki/Angular_momentum%23Angular_momentum_in_quantum_mechanics
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Fuzzy observables

qk" lacks a truth value. This is equivalent to the following necessary and sufficient condition:
the probability assigned to at least one of the values qk is neither 0 nor 1.

What about observables that are generally described as continuous, like a position?

The description of an observable as "continuous" is potentially misleading. For one thing, we
cannot separate an observable and its possible values from a measurement and its possible
outcomes, and a measurement with an uncountable set of possible outcomes is not even in
principle possible. For another, there is not a single observable called "position". Different
partitions of space define different position measurements with different sets of possible
outcomes.

• Corollary: The possible outcomes of a position measurement (or the possible values
of a position observable) are defined by a partition of space. They make up a finite
or countable set of regions of space. An exact position is therefore neither a possible
measurement outcome nor a possible value of a position observable.

So how do those cloud-like blurs represent the electron's fuzzy position relative to the proton?
Strictly speaking, they graphically represent probability densities in the mathematical space
of exact relative positions, rather than fuzzy positions. It is these probability densities that
represent fuzzy positions by allowing us to calculate the probability of every possible value
of every position observable.

It should now be clear why we cannot describe the atom's internal relative position as it
is. To describe a fuzzy observable is to assign probabilities to the possible outcomes of a
measurement. But a description that rests on the assumption that a measurement is made,
does not describe an observable as it is (by itself, regardless of measurements).
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2 Serious illnesses require drastic
remedies

2.1 Planck

Quantum mechanics began as a desperate measure to get around some spectacular failures
of what subsequently came to be known as classical physics1.

In 1900 Max Planck2 discovered a law that perfectly describes the spectrum of a glowing
hot object. Planck's radiation formula3 turned out to be irreconcilable with the physics of
his time. (If classical physics were right, you would be blinded by ultraviolet light if you
looked at the burner of a stove, aka the UV catastrophe4.) At first, it was just a fit to the
data, "a fortuitous guess at an interpolation formula" as Planck himself called it. Only weeks
later did it turn out to imply the quantization of energy for the emission of electromagnetic
radiation5: the energy E of a quantum6 of radiation is proportional to the frequency ν of
the radiation, the constant of proportionality being Planck's constant7 h :

E = hν

We can of course use the angular frequency8 ω = 2πν instead of ν. Introducing the reduced
Planck constant h̄= h/2π , we then have

E = h̄ω

2.2 Rutherford

In 1911 Ernest Rutherford9 proposed a model of the atom10 based on experiments by Geiger
and Marsden11. Geiger and Marsden had directed a beam of alpha particles12 at a thin

1 http://en.wikipedia.org/wiki/Classical%20physics
2 http://en.wikipedia.org/wiki/Max%20Planck
3 http://en.wikipedia.org/wiki/Planck%27s%20law%20of%20black%20body%20radiation
4 http://en.wikipedia.org/wiki/UV%20catastrophe
5 http://en.wikipedia.org/wiki/Electromagnetic%20radiation
6 http://en.wikipedia.org/wiki/Quantum
7 http://en.wikipedia.org/wiki/Planck%27s%20constant
8 http://en.wikipedia.org/wiki/Angular%20frequency
9 http://en.wikipedia.org/wiki/Ernest%20Rutherford
10 http://en.wikipedia.org/wiki/Rutherford%20model
11 http://en.wikipedia.org/wiki/Geiger-Marsden%20experiment
12 http://en.wikipedia.org/wiki/Alpha%20particle

17

http://en.wikipedia.org/wiki/Classical%20physics
http://en.wikipedia.org/wiki/Max%20Planck
http://en.wikipedia.org/wiki/Planck%27s%20law%20of%20black%20body%20radiation
http://en.wikipedia.org/wiki/UV%20catastrophe
http://en.wikipedia.org/wiki/Electromagnetic%20radiation
http://en.wikipedia.org/wiki/Quantum
http://en.wikipedia.org/wiki/Planck%27s%20constant
http://en.wikipedia.org/wiki/Angular%20frequency
http://en.wikipedia.org/wiki/Ernest%20Rutherford
http://en.wikipedia.org/wiki/Rutherford%20model
http://en.wikipedia.org/wiki/Geiger-Marsden%20experiment
http://en.wikipedia.org/wiki/Alpha%20particle


Serious illnesses require drastic remedies

gold foil. Most of the particles passed the foil more or less as expected, but about one in
8000 bounced back as if it had encountered a much heavier object. In Rutherford's own
words this was as incredible as if you fired a 15 inch cannon ball at a piece of tissue paper
and it came back and hit you. After analysing the data collected by Geiger and Marsden,
Rutherford concluded that the diameter of the atomic nucleus (which contains over 99.9% of
the atom's mass) was less than 0.01% of the diameter of the entire atom, and he suggested
that atomic electrons orbit the nucleus much like planets orbit a star.

The problem of having electrons orbit the nucleus the same way that a planet orbits a
star is that classical electromagnetic theory demands that an orbiting electron will radiate
away its energy and spiral into the nucleus in about 0.5×10-10 seconds. This was the worst
quantitative failure in the history of physics, under-predicting the lifetime of hydrogen by
at least forty orders of magnitude! (This figure is based on the experimentally established
lower bound on the proton's lifetime.)

2.3 Bohr

In 1913 Niels Bohr13 postulated that the angular momentum L of an orbiting atomic electron
was quantized: its "allowed" values are integral multiples of h̄:

L= nh̄ where n= 1,2,3, . . .

Why quantize angular momentum, rather than any other quantity?

• Radiation energy of a given frequency is quantized in multiples of Planck's constant.
• Planck's constant is measured in the same units as angular momentum14.

Bohr's postulate explained not only the stability of atoms but also why the emission and
absorption of electromagnetic radiation by atoms is discrete. In addition it enabled him to
calculate with remarkable accuracy the spectrum of atomic hydrogen — the frequencies at
which it is able to emit and absorb light (visible as well as infrared and ultraviolet). The
following image shows the visible emission spectrum of atomic hydrogen, which contains
four lines of the Balmer series15.

Figure 21 Visible emission spectrum of atomic hydrogen, containing four lines of the
Balmer seriesa.
a http://en.wikipedia.org/wiki/Balmer%20series

13 http://en.wikipedia.org/wiki/Niels%20Bohr
14 http://en.wikipedia.org/wiki/Angular%20momentum
15 http://en.wikipedia.org/wiki/Balmer%20series
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Bohr

Figure 22 frame

Apart from his quantization postulate, Bohr's reasoning at this point remained completely
classical. Let's assume with Bohr that the electron's orbit is a circle of radius r. The
speed of the electron is then given by v = rdβ/dt, and the magnitude of its acceleration by
a = dv/dt = vdβ/dt. Eliminating dβ/dt yields a = v2/r. In the cgs system of units16, the
magnitude of the Coulomb force17 is simply F = e2/r2, where e is the magnitude of the
charge of both the electron and the proton. Via Newton's18 F =ma the last two equations
yield mev

2 = e2/r, where me is the electron's mass. If we take the proton to be at rest, we
obtain T =mev

2/2 = e2/2r for the electron's kinetic energy.

If the electron's potential energy at infinity is set to 0, then its potential energy V at a
distance r from the proton is minus the work19 required to move it from r to infinity,

V =−
∫ ∞
r

F (r′)dr′ =−
∫ ∞
r

e2

(r′)2 dr
′ = +

[
e2

r′

]∞
r

= 0− e
2

r
.

The total energy of the electron thus is

16 http://en.wikipedia.org/wiki/Centimeter%20gram%20second%20system%20of%20units
17 http://en.wikipedia.org/wiki/Coulomb%27s%20law
18 http://en.wikipedia.org/wiki/Newton%27s%20laws%20of%20motion
19 http://en.wikipedia.org/wiki/Mechanical%20work
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Serious illnesses require drastic remedies

E = T +V = e2/2r−e2/r =−e2/2r.

We want to express this in terms of the electron's angular momentum L=mevr. Remembering
that mev

2 = e2/r, and hence rm2
ev

2 =mee
2, and multiplying the numerator e2 by mee

2 and
the denominator 2r by rm2

ev
2, we obtain

E =− e
2

2r =− mee
4

2m2
ev

2r2 =−mee
4

2L2 .

Now comes Bohr's break with classical physics: he simply replaced L by nh̄. The "allowed"
values for the angular momentum define a series of allowed values for the atom's energy:

En =− 1
n2

(
mee

4

2h̄2

)
, n= 1,2,3, . . .

As a result, the atom can emit or absorb energy only by amounts equal to the absolute
values of the differences

∆Enm = En−Em =
( 1
n2 −

1
m2

)
Ry,

one Rydberg20 (Ry) being equal to mee
4/2h̄2 = 13.6056923(12)eV. This is also the ionization

energy21 ∆E1∞ of atomic hydrogen — the energy needed to completely remove the electron
from the proton. Bohr's predicted value was found to be in excellent agreement with the
measured value.

Using two of the above expressions for the atom's energy and solving for r, we obtain
r = n2h̄2/mee

2. For the ground state (n= 1) this is the Bohr radius of the hydrogen atom22,
which equals h̄2/mee

2 = 5.291772108(18)× 10−11m. The mature theory yields the same
figure but interprets it as the most likely distance from the proton at which the electron
would be found if its distance from the proton were measured.

2.4 de Broglie

In 1923, ten years after Bohr had derived the spectrum of atomic hydrogen by postulating
the quantization of angular momentum, Louis de Broglie23 hit on an explanation of why the
atom's angular momentum comes in multiples of h̄. Since 1905, Einstein24 had argued that
electromagnetic radiation itself was quantized (and not merely its emission and absorption,

20 http://en.wikipedia.org/wiki/Rydberg
21 http://en.wikipedia.org/wiki/Ionization%20potential
22 http://en.wikipedia.org/wiki/Bohr%20radius
23 http://en.wikipedia.org/wiki/Louis%20de%20Broglie
24 http://en.wikipedia.org/wiki/Albert%20Einstein
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de Broglie

as Planck held). If electromagnetic waves can behave like particles (now known as photons25),
de Broglie reasoned, why cannot electrons behave like waves?

Suppose that the electron in a hydrogen atom is a standing wave26 on what has so far been
thought of as the electron's circular orbit. (The crests, troughs27, and nodes28 of a standing
wave are stationary.) For such a wave to exist on a circle, the circumference of the latter
must be an integral multiple of the wavelength29 λ of the former: 2πr = nλ.

Figure 23

25 http://en.wikipedia.org/wiki/Photon
26 http://en.wikipedia.org/wiki/Standing%20wave
27 http://en.wikipedia.org/wiki/Crest%20%28physics%29
28 http://en.wikipedia.org/wiki/Node%20%28physics%29
29 http://en.wikipedia.org/wiki/Wavelength
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Serious illnesses require drastic remedies

Figure 24

Figure 25
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Schrödinger

Figure 26

Einstein had established not only that electromagnetic radiation of frequency ν comes in
quanta of energy E = hν but also that these quanta carry a momentum p= h/λ. Using this
formula to eliminate λ from the condition 2πr = nλ, one obtains pr = nh̄. But pr =mvr is
just the angular momentum L of a classical electron with an orbit of radius r. In this way
de Broglie derived the condition L= nh̄ that Bohr had simply postulated.

2.5 Schrödinger

If the electron is a standing wave, why should it be confined to a circle? After de Broglie's
crucial insight that particles are waves of some sort, it took less than three years for the
mature quantum theory to be found, not once but twice, by Werner Heisenberg30 in 1925
and by Erwin Schrödinger31 in 1926. If we let the electron be a standing wave in three
dimensions, we have all it takes to arrive at the Schrödinger equation, which is at the heart
of the mature theory.

Let's keep to one spatial dimension. The simplest mathematical description of a wave of
angular wavenumber32 k = 2π/λ and angular frequency33 ω = 2π/T = 2πν (at any rate, if
you are familiar with complex numbers34) is the function

ψ(x,t) = ei(kx−ωt).

Let's express the phase35 φ(x,t) = kx−ωt in terms of the electron's energy E = hν = h̄ω
and momentum p= h/λ= h̄k :

30 http://en.wikipedia.org/wiki/Werner%20Heisenberg
31 http://en.wikipedia.org/wiki/Erwin%20Schr%F6dinger
32 http://en.wikipedia.org/wiki/wavenumber
33 http://en.wikipedia.org/wiki/Angular%20frequency
34 http://en.wikipedia.org/wiki/Complex%20number
35 http://en.wikipedia.org/wiki/Phase%20%28waves%29
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Serious illnesses require drastic remedies

ψ(x,t) = ei(px−Et)/h̄.

The partial derivatives36 with respect to x and t are

∂ψ
∂x = i

h̄pψ and ∂ψ
∂t =− i

h̄Eψ.

We also need the second partial derivative of ψ with respect to x:

∂2ψ
∂x2 =

(
ip
h̄

)2
ψ.

We thus have

Eψ = ih̄∂ψ∂t , pψ =−ih̄∂ψ∂x , and p2ψ =−h̄2 ∂2ψ
∂x2 .

In non-relativistic classical physics37 the kinetic energy38 and the kinetic momentum p of a
free particle39 are related via the dispersion relation40

E = p2/2m.

This relation also holds in non-relativistic quantum physics. Later you will learn why.

In three spatial dimensions, p is the magnitude of a vector p. If the particle also has a
potential energy V (r, t) and a potential momentum A(r, t) (in which case it is not free), and
if E and p stand for the particle's total energy and total momentum, respectively, then the
dispersion relation is

E−V = (p−A)2/2m.

By the square of a vector v we mean the dot (or scalar) product41 v ·v. Later you will learn
why we represent possible influences on the motion of a particle by such fields42 as V (r, t)
and A(r, t).

Returning to our fictitious world with only one spatial dimension, allowing for a potential
energy V (x,t), substituting the differential operators43 ih̄ ∂

∂t and −h̄
2 ∂2

∂x2 for E and p2 in
the resulting dispersion relation, and applying both sides of the resulting operator equation
to ψ, we arrive at the one-dimensional (time-dependent) Schrödinger equation:

ih̄∂ψ∂t =− h̄2

2m
∂2ψ
∂x2 +V ψ

36 http://en.wikipedia.org/wiki/Partial%20derivative
37 http://en.wikipedia.org/wiki/Classical%20physics
38 http://en.wikipedia.org/wiki/Kinetic%20energy
39 http://en.wikipedia.org/wiki/Free%20particle
40 http://en.wikipedia.org/wiki/Dispersion%20relation
41 http://en.wikipedia.org/wiki/Dot%20product
42 http://en.wikipedia.org/wiki/Field%20%28physics%29
43 http://en.wikipedia.org/wiki/Differential%20operator
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Schrödinger

In three spatial dimensions and with both potential energy V (r, t) and potential momentum
A(r, t) present, we proceed from the relation E−V = (p−A)2/2m, substituting ih̄ ∂

∂t for
E and −ih̄ ∂

∂r for p. The differential operator ∂
∂r is a vector whose components are the

differential operators
(
∂ψ
∂x ,

∂ψ
∂y ,

∂ψ
∂z

)
. The result:

ih̄∂ψ∂t = 1
2m

(
−ih̄ ∂

∂r −A
)2
ψ+V ψ,

where ψ is now a function of r = (x,y,z) and t. This is the three-dimensional Schrödinger
equation. In non-relativistic investigations (to which the Schrödinger equation is confined)
the potential momentum can generally be ignored, which is why the Schrödinger equation44

is often given this form:

ih̄∂ψ∂t =− h̄2

2m

(
∂2ψ
∂x2 + ∂2ψ

∂y2 + ∂2ψ
∂z2

)
+V ψ

The free Schrödinger equation (without even the potential energy term) is satisfied by
ψ(x,t) = ei(kx−ωt) (in one dimension) or ψ(r, t) = ei(k·r−ωt) (in three dimensions) provided
that E = h̄ω equals p2/2m= (h̄k)2/2m, which is to say: ω(k) = h̄k2/2m. However, since we
are dealing with a homogeneous linear differential equation45 — which tells us that solutions
may be added and/or multiplied by an arbitrary constant to yield additional solutions —
any function of the form

ψ(x,t) = 1√
2π
∫
ψ(k)ei[kx−ω(k)t]dk = 1√

2π
∫
ψ(k,t)eikxdk

with ψ(k,t) = ψ(k)e−iω(k)t solves the (one-dimensional) Schrödinger equation. If no inte-
gration boundaries are specified, then we integrate over the real line46, i.e., the integral is
defined as the limit limL→∞

∫+L
−L . The converse also holds: every solution is of this form.

The factor in front of the integral is present for purely cosmetic reasons, as you will realize
presently. ψ(k,t) is the Fourier transform47 of ψ(x,t), which means that

ψ(k,t) = 1√
2π
∫
ψ(x,t)e−ikxdx.

The Fourier transform of ψ(x,t) exists because the integral
∫
|ψ(x,t)|dx is finite. In the next

section48 we will come to know the physical reason why this integral is finite.

So now we have a condition that every electron "wave function" must satisfy in order to
satisfy the appropriate dispersion relation. If this (and hence the Schrödinger equation)
contains either or both of the potentials49 V and A, then finding solutions can be tough.
As a budding quantum mechanician, you will spend a considerable amount of time learning
to solve the Schrödinger equation with various potentials.

44 http://en.wikipedia.org/wiki/Schr%F6dinger%20equation
45 http://en.wikipedia.org/wiki/Differential%20equation
46 http://en.wikipedia.org/wiki/Real%20line
47 http://en.wikipedia.org/wiki/Fourier%20transform
48 Chapter 2.5 on page 26
49 http://en.wikipedia.org/wiki/Potential
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Serious illnesses require drastic remedies

50

2.6 Born

In the same year that Erwin Schrödinger published the equation that now bears his name,
the nonrelativistic theory was completed by Max Born's51 insight that the Schrödinger wave
function52 ψ(r, t) is actually nothing but a tool for calculating probabilities, and that the
probability of detecting a particle "described by" ψ(r, t) in a region of space R is given by
the volume integral53

∫
R |ψ(t,r)|2 d3r =

∫
Rψ
∗ψd3r

— provided that the appropriate measurement is made, in this case a test for the particle's
presence in R. Since the probability of finding the particle somewhere (no matter where)
has to be 1, only a square integrable54 function can "describe" a particle. This rules out
ψ(r) = eik·r, which is not square integrable. In other words, no particle can have a momentum
so sharp as to be given by h̄ times a wave vector55 k, rather than by a genuine probability
distribution over different momenta.

Given a probability density function |ψ(x)|2, we can define the expected value56

〈x〉=
∫
|ψ(x)|2xdx=

∫
ψ∗xψdx

and the standard deviation57 ∆x=
√∫
|ψ|2(x−〈x〉)2

as well as higher moments58 of |ψ(x)|2. By the same token,

〈k〉=
∫
ψ ∗ kψdk and ∆k =

√∫
|ψ|2(k−〈k〉)2.

Here is another expression for 〈k〉 :

〈k〉=
∫
ψ∗(x)

(
−i ddx

)
ψ(x)dx.

To check that the two expressions are in fact equal, we plug ψ(x) = (2π)−1/2 ∫ ψ(k)eikxdk
into the latter expression:

〈k〉= 1√
2π
∫
ψ∗(x)

(
−i ddx

)∫
ψ(k)eikxdkdx= 1√

2π
∫
ψ∗(x)

∫
ψ(k)keikxdkdx.

50 http://en.wikibooks.org/wiki/Category%3A
51 http://en.wikipedia.org/wiki/Max%20Born
52 http://en.wikipedia.org/wiki/Wavefunction
53 http://en.wikipedia.org/wiki/Volume%20integral
54 http://en.wikipedia.org/wiki/Integrable%20function
55 http://en.wikipedia.org/wiki/Wave%20vector
56 http://en.wikipedia.org/wiki/Expected%20value
57 http://en.wikipedia.org/wiki/Standard%20deviation
58 http://en.wikipedia.org/wiki/Moment%20%28mathematics%29
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Heisenberg

Next we replace ψ∗(x) by (2π)−1/2 ∫ ψ ∗(k′)e−ik′xdk′ and shuffle the integrals with the
mathematical nonchalance that is common in physics:

〈k〉=
∫ ∫

ψ ∗(k′)kψ(k)
[

1
2π
∫
ei(k−k

′)xdx
]
dkdk′.

The expression in square brackets is a representation of Dirac's delta distribution59 δ(k−k′),
the defining characteristic of which is

∫+∞
−∞ f(x)δ(x)dx= f(0) for any continuous function

f(x). (In case you didn't notice, this proves what was to be proved.)

2.7 Heisenberg

In the same annus mirabilis of quantum mechanics, 1926, Werner Heisenberg60 proved the
so-called "uncertainty" relation61

∆x∆p≥ h̄/2.

Heisenberg spoke of Unschärfe, the literal translation of which is "fuzziness" rather than
"uncertainty". Since the relation ∆x∆k ≥ 1/2 is a consequence of the fact that ψ(x) and
ψ(k) are related to each other via a Fourier transformation62, we leave the proof to the
mathematicians. The fuzziness relation for position and momentum follows via p = h̄k.
It says that the fuzziness of a position (as measured by ∆x ) and the fuzziness of the
corresponding momentum (as measured by ∆p= h̄∆k ) must be such that their product
equals at least h̄/2.
63

59 http://en.wikipedia.org/wiki/Dirac%20delta%20function
60 http://en.wikipedia.org/wiki/Werner%20Heisenberg
61 http://en.wikipedia.org/wiki/Uncertainty%20principle
62 http://en.wikipedia.org/wiki/Fourier%20transform
63 http://en.wikibooks.org/wiki/Category%3A
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3 The Feynman route to Schrödinger

The probabilities of the possible outcomes of measurements performed at a time t2 are deter-
mined by the Schrödinger wave function ψ(r, t2). The wave function ψ(r, t2) is determined
via the Schrödinger equation1 by ψ(r, t1). What determines ψ(r, t1) ? Why, the outcome of
a measurement performed at t1 — what else? Actual measurement outcomes determine the
probabilities of possible measurement outcomes.

3.1 Two rules

In this chapter we develop the quantum-mechanical probability algorithm from two funda-
mental rules. To begin with, two definitions:

• Alternatives are possible sequences of measurement outcomes.
• With each alternative is associated a complex number2 called amplitude.

Suppose that you want to calculate the probability of a possible outcome of a measurement
given the actual outcome of an earlier measurement. Here is what you have to do:

• Choose any sequence of measurements that may be made in the meantime.
• Assign an amplitude to each alternative.
• Apply either of the following rules:

Rule A: If the intermediate measurements are made (or if it is possible to infer from other
measurements what their outcomes would have been if they had been made), first square
the absolute values of the amplitudes of the alternatives and then add the results.

Rule B: If the intermediate measurements are not made (and if it is not possible to infer
from other measurements what their outcomes would have been), first add the amplitudes
of the alternatives and then square the absolute value of the result.

In subsequent sections we will explore the consequences of these rules for a variety of setups,
and we will think about their origin — their raison d'être. Here we shall use Rule B to
determine the interpretation of ψ(k) given Born's probabilistic interpretation of ψ(x).

In the so-called "continuum normalization", the unphysical limit of a particle with a sharp
momentum h̄k′ is associated with the wave function

ψk′(x,t) = 1√
2π

∫
δ(k−k′)ei[kx−ω(k)t]dk = 1√

2π
ei[k

′x−ω(k′)t].

1 Chapter 2.4 on page 23
2 http://en.wikipedia.org/wiki/Complex%20number
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The Feynman route to Schrödinger

Hence we may write ψ(x,t) =
∫
ψ(k)ψk(x,t)dk.

ψ(k) is the amplitude for the outcome h̄k of an infinitely precise momentum measurement.
ψk(x,t) is the amplitude for the outcome x of an infinitely precise position measurement
performed (at time t) subsequent to an infinitely precise momentum measurement with
outcome h̄k. And ψ(x,t) is the amplitude for obtaining x by an infinitely precise position
measurement performed at time t.

The preceding equation therefore tells us that the amplitude for finding x at t is the product
of

1. the amplitude for the outcome h̄k and
2. the amplitude for the outcome x (at time t) subsequent to a momentum measurement

with outcome h̄k,

summed over all values of k.

Under the conditions stipulated by Rule A, we would have instead that the probability for
finding x at t is the product of

1. the probability for the outcome h̄k and
2. the probability for the outcome x (at time t) subsequent to a momentum measurement

with outcome h̄k,

summed over all values of k.

The latter is what we expect on the basis of standard probability theory. But if this holds
under the conditions stipulated by Rule A, then the same holds with "amplitude" substituted
from "probability" under the conditions stipulated by Rule B. Hence, given that ψk(x,t)
and ψ(x,t) are amplitudes for obtaining the outcome x in an infinitely precise position
measurement, ψ(k) is the amplitude for obtaining the outcome h̄k in an infinitely precise
momentum measurement.

Notes:

1. Since Rule B stipulates that the momentum measurement is not actually made, we
need not worry about the impossibility of making an infinitely precise momentum
measurement.

2. If we refer to |ψ(x)|2 as "the probability of obtaining the outcome x," what we mean
is that |ψ(x)|2 integrated over any interval or subset of the real line3 is the probability
of finding our particle in this interval or subset.

3 http://en.wikipedia.org/wiki/Real%20line
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An experiment with two slits

3.2 An experiment with two slits

Figure 27 The setup

In this experiment, the final measurement (to the possible outcomes of which probabilities
are assigned) is the detection of an electron at the backdrop, by a detector situated at D
(D being a particular value of x). The initial measurement outcome, on the basis of which
probabilities are assigned, is the launch of an electron by an electron gun G. (Since we
assume that G is the only source of free electrons, the detection of an electron behind the
slit plate also indicates the launch of an electron in front of the slit plate.) The alternatives
or possible intermediate outcomes are

• the electron went through the left slit (L),
• the electron went through the right slit (R).

The corresponding amplitudes are AL and AR.

Here is what we need to know in order to calculate them:

• AL is the product of two complex numbers, for which we shall use the symbols 〈D|L〉
and 〈L|G〉.

• By the same token, AR = 〈D|R〉〈R|G〉.
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The Feynman route to Schrödinger

• The absolute value of 〈B|A〉 is inverse proportional to the distance d(BA) between A
and B.

• The phase of 〈B|A〉 is proportional to d(BA).

For obvious reasons 〈B|A〉 is known as a propagator.

3.2.1 Why product?

Recall the fuzziness ("uncertainty") relation4, which implies that ∆p→∞ as ∆x→ 0. In
this limit the particle's momentum is completely indefinite or, what comes to the same, has
no value at all. As a consequence, the probability of finding a particle at B, given that it
was last "seen" at A, depends on the initial position A but not on any initial momentum,
inasmuch as there is none. Hence whatever the particle does after its detection at A is
independent of what it did before then. In probability-theoretic terms this means that the
particle's propagation from G to L and its propagation from L to D are independent events.
So the probability of propagation from G to D via L is the product of the corresponding
probabilities, and so the amplitude of propagation from G to D via L is the product
〈D|L〉〈L|G〉 of the corresponding amplitudes.

3.2.2 Why is the absolute value inverse proportional to the distance?

Imagine (i) a sphere of radius r whose center is A and (ii) a detector monitoring a unit
area of the surface of this sphere. Since the total surface area is proportional to r2, and
since for a free particle the probability of detection per unit area is constant over the entire
surface (explain why!), the probability of detection per unit area is inverse proportional
to r2. The absolute value of the amplitude of detection per unit area, being the square root
of the probability, is therefore inverse proportional to r.

3.2.3 Why is the phase proportional to the distance?

The multiplicativity of successive propagators implies the additivity of their phases. Together
with the fact that, in the case of a free particle, the propagator 〈B|A〉 (and hence its phase)
can only depend on the distance between A and B, it implies the proportionality of the
phase of 〈B|A〉 to d(BA).

3.2.4 Calculating the interference pattern

According to Rule A, the probability of detecting at D an electron launched at G is

pA(D) = |〈D|L〉〈L|G〉|2 + |〈D|R〉〈R|G〉|2.

If the slits are equidistant fromG, then 〈L|G〉 and 〈R|G〉 are equal and pA(D) is proportional
to

4 Chapter 2.5 on page 26
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An experiment with two slits

|〈D|L〉|2 + |〈D|R〉|2 = 1/d2(DL) + 1/d2(DR).

Here is the resulting plot of pA against the position x of the detector:

Figure 28 Predicted relative frequency of detection according to Rule A

pA(x) (solid line) is the sum of two distributions (dotted lines), one for the electrons that
went through L and one for the electrons that went through R.

According to Rule B, the probability pB(D) of detecting at D an electron launched at G is
proportional to

|〈D|L〉+ 〈D|R〉|2 = 1/d2(DL) + 1/d2(DR) + 2cos(k∆)/[d(DL)d(DR)],

where ∆ is the difference d(DR)−d(DL) and k= p/h̄ is the wavenumber, which is sufficiently
sharp to be approximated by a number. (And it goes without saying that you should check
this result.)

Here is the plot of pB against x for a particular set of values for the wavenumber, the
distance between the slits, and the distance between the slit plate and the backdrop:
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Figure 29 Predicted relative frequency of detection according to Rule B

Observe that near the minima the probability of detection is less if both slits are open than
it is if one slit is shut. It is customary to say that destructive interference occurs at the
minima and that constructive interference occurs at the maxima, but do not think of this as
the description of a physical process. All we mean by "constructive interference" is that a
probability calculated according to Rule B is greater than the same probability calculated
according to Rule A, and all we mean by "destructive interference" is that a probability
calculated according to Rule B is less than the same probability calculated according to
Rule A.

Here is how an interference pattern builds up over time5:

Figure 30 100 electrons

5 A. Tonomura, J. Endo, T. Matsuda, T. Kawasaki, & H. Ezawa, "Demonstration of single-electron
buildup of an interference pattern", American Journal of Physics 57, 117-120, 1989.

34



Bohm's story

Figure 31 3000 electrons

Figure 32 20000 electrons

Figure 33 70000 electrons

6

3.3 Bohm's story

3.3.1 Hidden Variables

Suppose that the conditions stipulated by Rule B7 are met: there is nothing — no event,
no state of affairs, anywhere, anytime — from which the slit taken by an electron can be
inferred. Can it be true, in this case,

6 http://en.wikibooks.org/wiki/Category%3A
7 Chapter 2.7 on page 27
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The Feynman route to Schrödinger

• that each electron goes through a single slit — either L or R — and
• that the behavior of an electron that goes through one slit does not depend on whether

the other slit is open or shut?

To keep the language simple, we will say that an electron leaves a mark where it is detected
at the backdrop. If each electron goes through a single slit, then the observed distribution
of marks when both slits are open is the sum of two distributions, one from electrons that
went through L and one from electrons that went through R:

pB(x) = pL(x) +pR(x)

If in addition the behavior of an electron that goes through one slit does not depend on
whether the other slit is open or shut, then we can observe pL(x) by keeping R shut, and
we can observe pR(x) by keeping L shut. What we observe if R is shut is the left dashed
hump, and what we observed if L is shut is the right dashed hump:

Figure 34

Hence if the above two conditions (as well as those stipulated by Rule B) are satisfied, we
will see the sum of these two humps. In reality what we see is this:
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Bohm's story

Figure 35

Thus all of those conditions cannot be simultaneously satisfied. If Rule B applies, then
either it is false that each electron goes through a single slit or the behavior of an electron
that goes through one slit does depend on whether the other slit is open or shut.

Which is it?

According to one attempt to make physical sense of the mathematical formalism of quantum
mechanics, due to Louis de Broglie8 and David Bohm9, each electron goes through a single
slit, and the behavior of an electron that goes through one slit depends on whether the other
slit is open or shut.

So how does the state of, say, the right slit (open or shut) affect the behavior of an electron
that goes through the left slit? In both de Broglie's pilot wave theory and Bohmian
mechanics10, the electron is assumed to be a well-behaved particle in the sense that it follows
a precise path — its position at any moment is given by three coordinates — and in addition
there exists a wave that guides the electron by exerting on it a force. If only one slit is
open, this passes through one slit. If both slits are open, this passes through both slits
and interferes with itself (in the "classical" sense of interference). As a result, it guides the
electrons along wiggly paths that cluster at the backdrop so as to produce the observed
interference pattern:

8 http://en.wikipedia.org/wiki/Louis%2C%207th%20duc%20de%20Broglie
9 http://en.wikipedia.org/wiki/David%20Bohm
10 http://en.wikipedia.org/wiki/Bohm%20interpretation
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The Feynman route to Schrödinger

Figure 36 none

According to this story, the reason why electrons coming from the same source or slit arrive
in different places, is that they start out in slightly different directions and/or with slightly
different speeds. If we had exact knowledge of their initial positions and momenta, we could
make an exact prediction of each electron's subsequent motion. This, however, is impossible.
The uncertainty principle 11 prevents us from making exact predictions of a particle's motion.
Hence even though according to Bohm the initial positions and momenta are in possession
of precise values, we can never know them.

If positions and momenta have precise values, then why can we not measure them? It used
to be said that this is because a measurement exerts an uncontrollable influence on the
value of the observable being measured. Yet this merely raises another question: why do
measurements exert uncontrollable influences? This may be true for all practical purposes,
but the uncertainty principle does not say that ∆x∆p≥ h̄/2 merely holds for all practical
purposes. Moreover, it isn't the case that measurements necessarily "disturb" the systems
on which they are performed.

The statistical element of quantum mechanics is an essential feature of the theory. The
postulate of an underlying determinism, which in order to be consistent with the theory has
to be a crypto12-determinism, not only adds nothing to our understanding of the theory but

11 Chapter 2.7 on page 27
12 http://en.wikipedia.org/wiki/Crypto
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Propagator for a free and stable particle

also precludes any proper understanding of this essential feature of the theory. There is, in
fact, a simple and obvious reason why hidden variables13 are hidden: the reason why they
are strictly (rather than merely for all practical purposes) unobservable is that they do not
exist.

At one time Einstein insisted that theories ought to be formulated without reference to
unobservable quantities. When Heisenberg later mentioned to Einstein that this maxim had
guided him in his discovery of the uncertainty principle, Einstein replied something to this
effect: "Even if I once said so, it is nonsense." His point was that before one has a theory,
one cannot know what is observable and what is not. Our situation here is different. We
have a theory, and this tells in no uncertain terms what is observable and what is not.

3.4 Propagator for a free and stable particle

3.4.1 The propagator as a path integral

Suppose that we make m intermediate position measurements at fixed intervals of
duration ∆t. Each of these measurements is made with the help of an array of detec-
tors monitoring n mutually disjoint regions Rk, k = 1, . . . ,n. Under the conditions stipulated
by Rule B, the propagator14 〈B|A〉 now equals the sum of amplitudes

n∑
k1=1
· · ·

n∑
km=1

〈B|Rkm〉 · · · 〈Rk2 |Rk1〉〈Rk1 |A〉.

It is not hard to see what happens in the double limit ∆t→ 0 (which implies that m→∞)
and n→∞. The multiple sum

∑n
k1=1 · · ·

∑n
km=1 becomes an integral

∫
DC over continuous

spacetime paths from A to B, and the amplitude 〈B|Rkm〉 · · · 〈Rk1 |A〉 becomes a complex-
valued functional Z[C :A→B] — a complex function of continuous functions representing
continuous spacetime paths from A to B:

〈B|A〉=
∫
DCZ[C :A→B]

The integral
∫
DC is not your standard Riemann integral15 ∫ b

a dxf(x), to which each infinites-
imal interval dx makes a contribution proportional to the value that f(x) takes inside the
interval, but a functional or path integral16, to which each "bundle" of paths of infinitesimal
width DC makes a contribution proportional to the value that Z[C] takes inside the bundle.

As it stands, the path integral
∫
DC is just the idea of an idea. Appropriate evalutation

methods have to be devised on a more or less case-by-case basis.

13 http://en.wikipedia.org/wiki/Hidden%20variable%20theory
14 Chapter 3.1 on page 30
15 http://en.wikipedia.org/wiki/Riemann%20integral
16 http://en.wikipedia.org/wiki/Functional%20integration
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3.4.2 A free particle

Now pick any path C fromA to B, and then pick any infinitesimal segment dC of C. Label the
start and end points of dC by inertial coordinates17 t,x,y,z and t+dt,x+dx,y+dy,z+dz,
respectively. In the general case, the amplitude Z(dC) will be a function of t,x,y,z and
dt,dx,dy,dz. In the case of a free particle, Z(dC) depends neither on the position of dC
in spacetime (given by t,x,y,z) nor on the spacetime orientiaton of dC (given by the
four-velocity18 (cdt/ds,dx/ds,dy/ds,dz/ds) but only on the proper time19 interval ds =√
dt2− (dx2 +dy2 +dz2)/c2.

(Because its norm equals the speed of light, the four-velocity depends on three rather than
four independent parameters. Together with ds, they contain the same information as the
four independent numbers dt,dx,dy,dz.)

Thus for a free particle Z(dC) = Z(ds). With this, the multiplicativity of successive propaga-
tors20 tells us that

∏
j

Z(dsj) = Z
(∑

j

dsj
)
−→ Z

(∫
C
ds
)

It follows that there is a complex number z such that Z[C] = ez s[C:A→B], where the line
integral21 s[C :A→B] =

∫
C ds gives the time that passes on a clock as it travels from A to

B via C.

3.4.3 A free and stable particle

By integrating
∣∣〈B|A〉∣∣2 (as a function of rB) over the whole of space, we obtain the

probability of finding that a particle launched at the spacetime point tA,rA still exists at
the time tB. For a stable particle this probability equals 1:

3rB |〈tB,rB|tA,rA〉|2 =3 rB

∣∣∣∣∫ DC ez s[C:A→B]
∣∣∣∣2 = 1

If you contemplate this equation with a calm heart and an open mind, you will notice that
if the complex number z = a+ ib had a real part a 6= 0, then the integral between the two
equal signs would either blow up (a > 0) or drop off (a < 0) exponentially as a function of
tB, due to the exponential factor eas[C].

3.4.4 Meaning of mass

The propagator for a free and stable particle thus has a single "degree of freedom": it depends
solely on the value of b. If proper time is measured in seconds, then b is measured in radians

17 http://en.wikipedia.org/wiki/Inertial%20frame%20of%20reference
18 http://en.wikipedia.org/wiki/Four-velocity
19 http://en.wikipedia.org/wiki/Proper%20time
20 Chapter 3.2.1 on page 32
21 http://en.wikipedia.org/wiki/Line%20integral
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From quantum to classical

per second. We may think of eibs, with s a proper-time parametrization of C, as a clock
carried by a particle that travels from A to B via C, provided we keep in mind that we are
thinking of an aspect of the mathematical formalism of quantum mechanics rather than an
aspect of the real world.

It is customary

• to insert a minus (so the clock actually turns clockwise!): Z = e−ibs[C],
• to multiply by 2π (so that we may think of b as the rate at which the clock "ticks" — the

number of cycles it completes each second): Z = e−i2πbs[C],
• to divide by Planck's constant h (so that b is measured in energy units and called the

rest energy22 of the particle): Z = e−i(2π/h)bs[C] = e−(i/h̄)bs[C],
• and to multiply by c2 (so that b is measured in mass units and called the particle's rest

mass23): Z = e−(i/h̄)bc2 s[C].

The purpose of using the same letter b everywhere is to emphasize that it denotes the
same physical quantity, merely measured in different units. If we use natural units24 in
which h̄= c= 1, rather than conventional ones, the identity of the various b's is immediately
obvious.

3.5 From quantum to classical

3.5.1 Action

Let's go back to the propagator

〈B|A〉=
∫
DCZ[C :A→B].

For a free and stable particle we found that

Z[C] = e−(i/h̄)mc2 s[C], s[C] =
∫
C
ds,

where ds =
√
dt2− (dx2 +dy2 +dz2)/c2 is the proper-time interval associated with the

path element dC. For the general case we found that the amplitude Z(dC) is a function
of t,x,y,z and dt,dx,dy,dz or, equivalently, of the coordinates t,x,y,z, the components
cdt/ds,dx/ds,dy/ds,dz/ds of the 4-velocity, as well as ds. For a particle that is stable but
not free, we obtain, by the same argument that led to the above amplitude,

Z[C] = e(i/h̄)S[C],

22 http://en.wikipedia.org/wiki/Rest%20energy
23 http://en.wikipedia.org/wiki/Invariant%20mass
24 http://en.wikipedia.org/wiki/Natural%20units
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where we have introduced the functional S[C] =
∫
C dS, which goes by the name action.

For a free and stable particle, S[C] is the proper time (or proper duration) s[C] =
∫
C ds

multiplied by −mc2, and the infinitesimal action dS[dC] is proportional to ds:

S[C] =−mc2 s[C], dS[dC] =−mc2 ds.

Let's recap. We know all about the motion of a stable particle if we know how to calculate
the probability p(B|A) (in all circumstances). We know this if we know the amplitude 〈B|A〉.
We know the latter if we know the functional Z[C]. And we know this functional if we know
the infinitesimal action dS(t,x,y,z,dt,dx,dy,dz) or dS(t,r,dt,dr) (in all circumstances).

What do we know about dS?

The multiplicativity of successive propagators implies the additivity of actions associated
with neighboring infinitesimal path segments dC1 and dC2. In other words,

e(i/h̄)dS(dC1+dC2) = e(i/h̄)dS(dC2) e(i/h̄)dS(dC1)

implies

dS(dC1 +dC2) = dS(dC1) +dS(dC2).

It follows that the differential dS is homogeneous (of degree 1) in the differentials dt,dr:

dS(t,r,λdt,λdr) = λdS(t,r,dt,dr).

This property of dS makes it possible to think of the action S[C] as a (particle-specific)
length associated with C, and of dS as defining a (particle-specific) spacetime geometry. By
substituting 1/dt for λ we get:

dS(t,r,v) = dS

dt
.

Something is wrong, isn't it? Since the right-hand side is now a finite quantity, we shouldn't
use the symbol dS for the left-hand side. What we have actually found is that there is a
function L(t,r,v), which goes by the name Lagrange function, such that dS = Ldt.

3.5.2 Geodesic equations

Consider a spacetime path C from A to B. Let's change ("vary") it in such a way that
every point (t,r) of C gets shifted by an infinitesimal amount to a corresponding point
(t+ δt,r + δr), except the end points, which are held fixed: δt = 0 and δr = 0 at both A
and B.

If t→ t+ δt, then dt= t2− t1 −→ t2 + δt2− (t1 + δt1) = (t2− t1) + (δt2− δt1) = dt+dδt.

By the same token, dr→ dr+dδr.
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In general, the change C → C′ will cause a corresponding change in the action: S[C]→ S[C′] 6=
S[C]. If the action does not change (that is, if it is stationary at C ),

δS =
∫
C′
dS−

∫
C
dS = 0,

then C is a geodesic of the geometry defined by dS. (A function f(x) is stationary at those
values of x at which its value does not change if x changes infinitesimally. By the same token
we call a functional S[C] stationary if its value does not change if C changes infinitesimally.)

To obtain a handier way to characterize geodesics, we begin by expanding

dS(C′) = dS(t+ δt,r+ δr,dt+dδt,dr+dδr)

= dS(t,r,dt,dr) + ∂dS

∂t
δt+ ∂dS

∂r · δr+ ∂dS

∂dt
dδt+ ∂dS

∂dr ·dδr.

This gives us

(∗)
∫
C′
dS−

∫
C
dS =

∫
C

[
∂dS

∂t
δt+ ∂dS

∂r · δr+ ∂dS

∂dt
dδt+ ∂dS

∂dr ·dδr
]
.

Next we use the product rule for derivatives,

d

(
∂dS

∂dt
δt

)
=
(
d
∂dS

∂dt

)
δt+ ∂dS

∂dt
dδt,

d

(
∂dS

∂dr · δr
)

=
(
d
∂dS

∂dr

)
· δr+ ∂dS

∂dr ·dδr,

to replace the last two terms of (*), which takes us to

δS =
∫ [(

∂dS

∂t
−d∂dS

∂dt

)
δt+

(
∂dS

∂r −d
∂dS

∂dr

)
· δr
]

+
∫
d

(
∂dS

∂dt
δt+ ∂dS

∂dr · δr
)
.

The second integral vanishes because it is equal to the difference between the values of the
expression in brackets at the end points A and B, where δt= 0 and δr = 0. If C is a geodesic,
then the first integral vanishes, too. In fact, in this case δS = 0 must hold for all possible
(infinitesimal) variations δt and δr, whence it follows that the integrand of the first integral
vanishes. The bottom line is that the geodesics defined by dS satisfy the geodesic equations

∂dS
∂t = d ∂dS∂dt ,

∂dS
∂r = d ∂dS∂dr .
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3.5.3 Principle of least action

If an object travels from A to B, it travels along all paths from A to B, in the same sense in
which an electron goes through both slits. Then how is it that a big thing (such as a planet,
a tennis ball, or a mosquito) appears to move along a single well-defined path?

There are at least two reasons. One of them is that the bigger an object is, the harder it is to
satisfy the conditions stipulated by Rule B. Another reason is that even if these conditions
are satisfied, the likelihood of finding an object of mass m where according to the laws of
classical physics it should not be, decreases as m increases.

To see this, we need to take account of the fact that it is strictly impossible to check whether
an object that has travelled from A to B, has done so along a mathematically precise path C.
Let us make the half realistic assumption that what we can check is whether an object has
travelled from A to B within a a narrow bundle of paths — the paths contained in a narrow
tube T . The probability of finding that it has, is the absolute square of the path integral
I(T ) =

∫
T DCe(i/h̄)S[C], which sums over the paths contained in T .

Let us assume that there is exactly one path from A to B for which S[C] is stationary: its
length does not change if we vary the path ever so slightly, no matter how. In other words,
we assume that there is exactly one geodesic. Let's call it G, and let's assume it lies in T .

No matter how rapidly the phase S[C]/h̄ changes under variation of a generic path C, it
will be stationary at G. This means, loosly speaking, that a large number of paths near G
contribute to I(T ) with almost equal phases. As a consequence, the magnitude of the sum
of the corresponding phase factors e(i/h̄)S[C] is large.

If S[C]/h̄ is not stationary at C, all depends on how rapidly it changes under variation of C.
If it changes sufficiently rapidly, the phases associated with paths near C are more or less
equally distributed over the interval [0,2π], so that the corresponding phase factors add up
to a complex number of comparatively small magnitude. In the limit S[C]/h̄→∞, the only
significant contributions to I(T ) come from paths in the infinitesimal neighborhood of G.

We have assumed that G lies in T . If it does not, and if S[C]/h̄ changes sufficiently rapidly,
the phases associated with paths near any path in T are more or less equally distributed over
the interval [0,2π], so that in the limit S[C]/h̄→∞ there are no significant contributions
to I(T ).

For a free particle, as you will remember, S[C] =−mc2 s[C]. From this we gather that the
likelihood of finding a freely moving object where according to the laws of classical physics
it should not be, decreases as its mass increases. Since for sufficiently massive objects
the contributions to the action due to influences on their motion are small compared to
|−mc2 s[C]|, this is equally true of objects that are not moving freely.

What, then, are the laws of classical physics?

They are what the laws of quantum physics degenerate into in the limit h̄→ 0. In this limit,
as you will gather from the above, the probability of finding that a particle has traveled
within a tube (however narrow) containing a geodesic, is 1, and the probability of finding
that a particle has traveled within a tube (however wide) not containing a geodesic, is 0.
Thus we may state the laws of classical physics (for a single "point mass", to begin with) by
saying that it follows a geodesic of the geometry defined by dS.
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This is readily generalized. The propagator for a system with n degrees of freedom — such
as an m-particle system with n= 3m degrees of freedom — is

〈Pf , tf |Pi, ti〉=
∫
DC e(i/h̄)S[C],

where Pi and Pf are the system's respective configurations at the initial time ti and the final
time tf , and the integral sums over all paths in the system's n+1-dimensional configuration
spacetime leading from (Pi, ti) to (Pf , tf ). In this case, too, the corresponding classical
system follows a geodesic of the geometry defined by the action differential dS, which
now depends on n spatial coordinates, one time coordinate, and the corresponding n+1
differentials.

The statement that a classical system follows a geodesic of the geometry defined by its
action, is often referred to as the principle of least action. A more appropriate name is
principle of stationary action.

3.5.4 Energy and momentum

Observe that if dS does not depend on t (that is, ∂dS/∂t= 0 ) then

E =−∂dS
∂dt

is constant along geodesics. (We'll discover the reason for the negative sign in a moment.)

Likewise, if dS does not depend on r (that is, ∂dS/∂r = 0 ) then

p = ∂dS

∂dr

is constant along geodesics.

E tells us how much the projection dt of a segment dC of a path C onto the time axis
contributes to the action of C. p tells us how much the projection dr of dC onto space
contributes to S[C]. If dS has no explicit time dependence, then equal intervals of the time
axis make equal contributions to S[C], and if dS has no explicit space dependence, then
equal intervals of any spatial axis make equal contributions to S[C]. In the former case, equal
time intervals are physically equivalent: they represent equal durations. In the latter case,
equal space intervals are physically equivalent: they represent equal distances.

If equal intervals of the time coordinate or equal intervals of a space coordinate are not
physically equivalent, this is so for either of two reasons. The first is that non-inertial
coordinates are used. For if inertial coordinates are used, then every freely moving point
mass moves by equal intervals of the space coordinates in equal intervals of the time
coordinate, which means that equal coordinate intervals are physically equivalent. The
second is that whatever it is that is moving is not moving freely: something, no matter what,
influences its motion, no matter how. This is because one way of incorporating effects on
the motion of an object into the mathematical formalism of quantum physics, is to make
inertial coordinate intervals physically inequivalent, by letting dS depend on t and/or r.
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Thus for a freely moving classical object, both E and p are constant. Since the constancy
of E follows from the physical equivalence of equal intervals of coordinate time (a.k.a. the
"homogeneity" of time), and since (classically) energy is defined as the quantity whose
constancy is implied by the homogeneity of time, E is the object's energy.

By the same token, since the constancy of p follows from the physical equivalence of
equal intervals of any spatial coordinate axis (a.k.a. the "homogeneity" of space), and
since (classically) momentum is defined as the quantity whose constancy is implied by the
homogeneity of space, p is the object's momentum.

Let us differentiate a former result25,

dS(t,r,λdt,λdr) = λdS(t,r,dt,dr),

with respect to λ. The left-hand side becomes

d(dS)
dλ

= ∂dS

∂(λdt)
∂(λdt)
∂λ

+ ∂dS

∂(λdr) ·
∂(λdr)
∂λ

= ∂dS

∂(λdt)dt+
∂dS

∂(λdr) ·dr,

while the right-hand side becomes just dS. Setting λ= 1 and using the above definitions of
E and p, we obtain

−Edt+p ·dr = dS.

dS =−mc2 ds is a 4-scalar. Since (cdt,dr) are the components of a 4-vector, the left-hand
side, −Edt+ p · dr, is a 4-scalar if and only if (E/c,p) are the components of another
4-vector.

(If we had defined E without the minus, this 4-vector would have the components (−E/c,p).)

In the rest frame F ′ of a free point mass, dt′ = ds and dS =−mc2 dt′. Using the Lorentz
transformations26, we find that this equals

dS =−mc2dt−vdx/c2√
1−v2/c2 =− mc2√

1−v2/c2 dt+
mv√

1−v2/c2 ·dr,

where v = (v,0,0) is the velocity of the point mass in F . Compare with the above framed
equation to find that for a free point mass,

E = mc2√
1−v2/c2 p = mv√

1−v2/c2 .

25 http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_
classical#Action

26 http://en.wikibooks.org/wiki/This_quantum_world/Appendix/Relativity/Lorentz#The_
actual_Lorentz_transformations

46

http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_classical#Action
http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_classical#Action
http://en.wikibooks.org/wiki/This_quantum_world/Appendix/Relativity/Lorentz#The_actual_Lorentz_transformations
http://en.wikibooks.org/wiki/This_quantum_world/Appendix/Relativity/Lorentz#The_actual_Lorentz_transformations


From quantum to classical

3.5.5 Lorentz force law

To incorporate effects on the motion of a particle (regardless of their causes), we must modify
the action differential dS =−mc2 dt

√
1−v2/c2 that a free particle associates with a path

segment dC. In doing so we must take care that the modified dS (i) remains homogeneous
in the differentials27 and (ii) remains a 4-scalar. The most straightforward way to do this is
to add a term that is not just homogeneous but linear in the coordinate differentials:

(∗) dS =−mc2 dt
√

1−v2/c2− qV (t,r)dt+ (q/c)A(t,r) ·dr.

Believe it or not, all classical electromagnetic effects (as against their causes) are accounted
for by this expression. V (t,r) is a scalar field (that is, a function of time and space coordinates
that is invariant under rotations of the space coordinates), A(t,r) is a 3-vector field, and
(V,A) is a 4-vector field. We call V and A the scalar potential and the vector potential,
respectively. The particle-specific constant q is the electric charge, which determines how
strongly a particle of a given species is affected by influences of the electromagnetic kind.

If a point mass is not free, the expressions at the end of the previous section28 give its kinetic
energy Ek and its kinetic momentum pk. Casting (*) into the form

dS =−(Ek + qV )dt+ [pk + (q/c)A] ·dr

and plugging it into the definitions29

(∗∗) E =−∂dS
∂dt

, p = ∂dS

∂dr ,

we obtain

E = Ek + qV, p = pk + (q/c)A.

qV and (q/c)A are the particle's potential energy and potential momentum, respectively.

Now we plug (**) into the geodesic equation

∂dS

∂r = d
∂dS

∂dr .

For the right-hand side we obtain

dpk + q

c
dA = dpk + q

c

[
dt
∂A
∂t

+
(
dr · ∂

∂r

)
A
]
,

27 http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_
classical#Action

28 Chapter 3.5.4 on page 45
29 Chapter 3.5.4 on page 45
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while the left-hand side works out at

−q∂V
∂r dt+

q

c

∂(A ·dr)
∂r =−q∂V

∂r dt+
q

c

[(
dr · ∂

∂r

)
A+dr×

(
∂

∂r ×A
)]
.

Two terms cancel out, and the final result is

dpk = q

(
−∂V
∂r −

1
c

∂A
∂t

)
︸ ︷︷ ︸

≡E

dt+dr× q
c

(
∂

∂r ×A
)

︸ ︷︷ ︸
≡B

= qEdt+dr× q
c

B.

As a classical object travels along the segment dG of a geodesic, its kinetic momentum
changes by the sum of two terms, one linear in the temporal component dt of dG and one
linear in the spatial component dr. How much dt contributes to the change of pk depends
on the electric field E, and how much dr contributes depends on the magnetic field B. The
last equation is usually written in the form

dpk
dt

= qE+ q

c
v×B,

called the Lorentz force law, and accompanied by the following story: there is a physical
entity known as the electromagnetic field, which is present everywhere, and which exerts on
a charge q an electric force qE and a magnetic force (q/c)v×B.

(Note: This form of the Lorentz force law holds in the Gaussian system of units30. In the
MKSA system of units31 the c is missing.)

3.5.6 Whence the classical story?

Imagine a small rectangle in spacetime with corners

A= (0,0,0,0),B = (dt,0,0,0),C = (0,dx,0,0),D = (dt,dx,0,0).

Let's calculate the electromagnetic contribution to the action of the path from A to D via B
for a unit charge (q = 1) in natural units ( c= 1 ):

SABD =−V (dt/2,0,0,0)dt+Ax(dt,dx/2,0,0)dx

=−V (dt/2,0,0,0)dt+
[
Ax(0,dx/2,0,0) + ∂Ax

∂t
dt

]
dx.

Next, the contribution to the action of the path from A to D via C:

SACD =Ax(0,dx/2,0,0)dx−V (dt/2,dx,0,0)dt

30 http://en.wikipedia.org/wiki/Centimeter%20gram%20second%20system%20of%20units
31 http://en.wikipedia.org/wiki/International%20System%20of%20Units
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=Ax(0,dx/2,0,0)dx−
[
V (dt/2,0,0,0) + ∂V

∂x
dx

]
dt.

Look at the difference:

∆S = SACD−SABD =
(
−∂V
∂x
− ∂Ax

∂t

)
dtdx= Ex dtdx.

Alternatively, you may think of ∆S as the electromagnetic contribution to the action of the
loop A→B→D→ C→A.

Figure 37

Let's repeat the calculation for a small rectangle with corners

A= (0,0,0,0),B = (0,0,dy,0),C = (0,0,0,dz),D = (0,0,dy,dz).

SABD =Az(0,0,0,dz/2)dz+Ay(0,0,dy/2,dz)dy

=Az(0,0,0,dz/2)dz+
[
Ay(0,0,dy/2,0) + ∂Ay

∂z
dz

]
dy,

SACD =Ay(0,0,dy/2,0)dy+Az(0,0,dy,dz/2)dz

=Ay(0,0,dy/2,0)dy+
[
Az(0,0,0,dz/2) + ∂Az

∂y
dy

]
dz,

∆S = SACD−SABD =
(
∂Az
∂y −

∂Ay

∂z

)
dydz =Bx dydz.

Thus the electromagnetic contribution to the action of this loop equals the flux of B through
the loop.
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Remembering (i) Stokes' theorem32 and (ii) the definition33 of B in terms of A, we find that

∮
∂Σ

A ·dr =
∫

Σ
curlA ·dΣ =

∫
Σ

B ·dΣ.

In (other) words, the magnetic flux through a loop ∂Σ (or through any surface Σ bounded
by ∂Σ ) equals the circulation of A around the loop (or around any surface bounded by the
loop).

The effect of a circulation
∮
∂Σ A ·dr around the finite rectangle A→ B→D→ C → A is

to increase (or decrease) the action associated with the segment A→ B→D relative to
the action associated with the segment A→ C→D. If the actions of the two segments are
equal, then we can expect the path of least action from A to D to be a straight line. If one
segment has a greater action than the other, then we can expect the path of least action
from A to D to curve away from the segment with the larger action.

Figure 38

Compare this with the classical story, which explains the curvature of the path of a charged
particle in a magnetic field by invoking a force that acts at right angles to both the magnetic
field and the particle's direction of motion34. The quantum-mechanical treatment of the
same effect offers no such explanation. Quantum mechanics invokes no mechanism of any
kind. It simply tells us that for a sufficiently massive charge traveling from A to D, the
probability of finding that it has done so within any bundle of paths not containing the
action-geodesic connecting A with D, is virtually 0.

Much the same goes for the classical story according to which the curvature of the path of
a charged particle in a spacetime plane is due to a force that acts in the direction of the
electric field. (Observe that curvature in a spacetime plane is equivalent to acceleration or
deceleration. In particular, curvature in a spacetime plane containing the x axis is equivalent

32 Chapter 7.2.3 on page 115
33 Chapter 3.5.5 on page 47
34 Chapter 3.5.5 on page 47
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to acceleration in a direction parallel to the x axis.) In this case the corresponding circulation
is that of the 4-vector potential (cV,A) around a spacetime loop.
35

3.6 Schrödinger at last

The Schrödinger equation is non-relativistic. We obtain the non-relativistic version of the
electromagnetic action differential,

dS =−mc2 dt
√

1−v2/c2− qV (t,r)dt+ (q/c)A(t,r) ·dr,

by expanding the root and ignoring all but the first two terms:

√
1−v2/c2 = 1− 1

2
v2

c2 −
1
8
v4

c4 −·· · ≈ 1− 1
2
v2

c2 .

This is obviously justified if v� c, which defines the non-relativistic regime.

Writing the potential part of dS as q [−V +A(t,r) · (v/c)]dt makes it clear that in most non-
relativistic situations the effects represented by the vector potential A are small compared to
those represented by the scalar potential V. If we ignore them (or assume that A vanishes),
and if we include the charge q in the definition of V (or assume that q = 1), we obtain

S[C] =−mc2(tB− tA) +
∫
C
dt
[
m
2 v

2−V (t,r)
]

for the action associated with a spacetime path C.

Because the first term is the same for all paths from A to B, it has no effect on the differences
between the phases of the amplitudes associated with different paths. By dropping it we
change neither the classical phenomena (inasmuch as the extremal path remains the same) nor
the quantum phenomena (inasmuch as interference effects only depend on those differences).
Thus

〈B|A〉=
∫
DCe(i/h̄)

∫
C dt[(m/2)v2−V ].

We now introduce the so-called wave function ψ(t,r) as the amplitude of finding our particle
at r if the appropriate measurement is made at time t. 〈t,r|t′,r′〉ψ(t′,r′), accordingly, is the
amplitude of finding the particle first at r′ (at time t′) and then at r (at time t). Integrating
over r, we obtain the amplitude of finding the particle at r (at time t), provided that Rule B
applies. The wave function thus satisfies the equation

ψ(t,r) =3 r′ 〈t,r|t′,r′〉ψ(t′,r′).

35 http://en.wikibooks.org/wiki/Category%3A
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We again simplify our task by pretending that space is one-dimensional. We further assume
that t and t′ differ by an infinitesimal interval ε. Since ε is infinitesimal, there is only one
path leading from x′ to x. We can therefore forget about the path integral except for a
normalization factor A implicit in the integration measure DC, and make the following
substitutions:

dt= ε, v = x−x′

ε
, V = V

(
t+ ε

2 ,
x+x′

2

)
.

This gives us

ψ(t+ε,x) =A′ eim(x−x′)2/2h̄ε e−(iε/h̄)V (t+ε/2,(x+x′)/2)ψ(t,x′).

We obtain a further simplification if we introduce η = x′−x and integrate over η instead
of x′. (The integration "boundaries" −∞ and +∞ are the same for both x′ and η.) We now
have that

ψ(t+ ε,x) =Aη eimη2/2h̄ε e−(iε/h̄)V (t+ε/2,x+η/2)ψ(t,x+η).

Since we are interested in the limit ε→ 0, we expand all terms to first order in ε. To which
power in η should we expand? As η increases, the phase mη2/2h̄ε increases at an infinite
rate (in the limit ε→ 0) unless η2 is of the same order as ε. In this limit, higher-order
contributions to the integral cancel out. Thus the left-hand side expands to

ψ(t+ ε,x)≈ ψ(t,x) + ∂ψ

∂t
ε,

while e−(iε/h̄)V (t+ε/2,x+η/2)ψ(t,x+η) expands to

[
1− iε

h̄
V (t,x)

][
ψ(t,x) + ∂ψ

∂x
η+ 1

2
∂2ψ

∂x2 η
2
]

=
[
1− iε

h̄
V (t,x)

]
ψ(t,x) + ∂ψ

∂x
η+ ∂2ψ

∂x2
η2

2 .

The following integrals need to be evaluated:

I1 = η eimη
2/2h̄ε, I2 = η eimη

2/2h̄εη, I3 = η eimη
2/2h̄εη2.

The results are

I1 =
√

2πih̄ε/m, I2 = 0, I3 =
√

2πh̄3ε3/im3.

Putting Humpty Dumpty back together again yields

ψ(t,x) + ∂ψ

∂t
ε=A

√
2πih̄ε
m

(
1− iε

h̄
V (t,x)

)
ψ(t,x) + A2

√
2πh̄3ε3

im3
∂2ψ

∂x2 .
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The factor of ψ(t,x) must be the same on both sides, so A =
√
m/2πih̄ε, which reduces

Humpty Dumpty to

∂ψ

∂t
ε=− iε

h̄
V ψ+ ih̄ε

2m
∂2ψ

∂x2 .

Multiplying by ih̄/ε and taking the limit ε→ 0 (which is trivial since ε has dropped out),
we arrive at the Schrödinger equation for a particle with one degree of freedom subject to a
potential V (t,x):

ih̄
∂ψ

∂t
=− h̄2

2m
∂2ψ

∂x2 +V ψ.

Trumpets please! The transition to three dimensions is straightforward:

ih̄∂ψ∂t =− h̄2

2m

(
∂2ψ
∂x2 + ∂2ψ

∂y2 + ∂2ψ
∂z2

)
+V ψ.

36
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4 The Schrödinger equation: implications
and applications

In this chapter we take a look at some of the implications of the Schrödinger equation

ih̄ ∂ψ∂t = 1
2m

(
h̄
i
∂
∂r −A

)2
ψ+V ψ.

4.1 How fuzzy positions get fuzzier

We will calculate the rate at which the fuzziness of a position probability distribution
increases, in consequence of the fuzziness of the corresponding momentum, when there is
no counterbalancing attraction (like that between the nucleus and the electron in atomic
hydrogen).

Because it is easy to handle, we choose a Gaussian function

ψ(0,x) =Ne−x
2/2σ2

,

which has a bell-shaped graph. It defines a position probability distribution

|ψ(0,x)|2 =N2e−x
2/σ2

.

If we normalize this distribution so that
∫
dx |ψ(0,x)|2 = 1, then N2 = 1/σ

√
π, and

|ψ(0,x)|2 = e−x
2/σ2

/σ
√
π.

We also have that

• ∆x(0) = σ/
√

2,
• the Fourier transform of ψ(0,x) is ψ(0,k) =

√
σ/
√
πe−σ

2k2/2,

• this defines the momentum probability distribution |ψ(0,k)|2 = σe−σ
2k2
/
√
π,

• and ∆k(0) = 1/σ
√

2.

The fuzziness of the position and of the momentum of a particle associated with ψ(0,x) is
therefore the minimum allowed by the "uncertainty" relation1: ∆x(0)∆k(0) = 1/2.

Now recall that

1 Chapter 2.7 on page 27
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ψ(t,k) = φ(0,k)e−iωt,

where ω = h̄k2/2m. This has the Fourier transform

ψ(t,x) =
√

σ√
π

1√
σ2 + i(h̄/m) t

e−x
2/2[σ2+i(h̄/m) t],

and this defines the position probability distribution

|ψ(t,x)|2 = 1
√
π
√
σ2 + (h̄2/m2σ2) t2

e−x
2/[σ2+(h̄2/m2σ2) t2].

Comparison with |ψ(0,x)|2 reveals that σ(t) =
√
σ2 + (h̄2/m2σ2) t2. Therefore,

∆x(t) = σ(t)√
2

=

√
σ2

2 + h̄2t2

2m2σ2 =

√
[∆x(0)]2 + h̄2t2

4m2[∆x(0)]2 .

The graphs below illustrate how rapidly the fuzziness of a particle the mass of an electron
grows, when compared to an object the mass of a C60 molecule or a peanut. Here we see
one reason, though by no means the only one, why for all intents and purposes "once sharp,
always sharp" is true of the positions of macroscopic objects.
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Figure 39

Above: an electron with ∆x(0) = 1 nanometer. In a second, ∆x(t) grows to nearly 60 km.

Below: an electron with ∆x(0) = 1 centimeter. ∆x(t) grows only 16% in a second.

57



The Schrödinger equation: implications and applications

Figure 40

Next, a C60 molecule with ∆x(0) = 1 nanometer. In a second, ∆x(t) grows to 4.4 centimeters.
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How fuzzy positions get fuzzier

Figure 41

Finally, a peanut (2.8 g) with ∆x(0) = 1 nanometer. ∆x(t) takes the present age of the
universe to grow to 7.5 micrometers.

59



The Schrödinger equation: implications and applications

Figure 42

2

4.2 Time-independent Schrödinger equation

If the potential V does not depend on time, then the Schrödinger equation has solutions
that are products of a time-independent function ψ(r) and a time-dependent phase factor
e−(i/h̄)Et:

ψ(t,r) = ψ(r)e−(i/h̄)Et.

Because the probability density |ψ(t,r)|2 is independent of time, these solutions are called
stationary.

Plug ψ(r)e−(i/h̄)Et into

ih̄
∂ψ

∂t
=− h̄2

2m
∂

∂r ·
∂

∂rψ+V ψ

2 http://en.wikibooks.org/wiki/Category%3A
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Why energy is quantized

to find that ψ(r) satisfies the time-independent Schrödinger equation

Eψ(r) =− h̄2

2m

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
ψ(r) +V (r)ψ(r).

3

4.3 Why energy is quantized

Limiting ourselves again to one spatial dimension, we write the time independent Schrödinger
equation in this form:

d2ψ(x)
dx2 =A(x)ψ(x), A(x) = 2m

h̄2

[
V (x)−E

]
.

Since this equation contains no complex numbers except possibly ψ itself, it has real solutions,
and these are the ones in which we are interested. You will notice that if V > E, then A is
positive and ψ(x) has the same sign as its second derivative. This means that the graph of
ψ(x) curves upward above the x axis and downward below it. Thus it cannot cross the axis.
On the other hand, if V < E, then A is negative and ψ(x) and its second derivative have
opposite signs. In this case the graph of ψ(x) curves downward above the x axis and upward
below it. As a result, the graph of ψ(x) keeps crossing the axis — it is a wave. Moreover,
the larger the difference E−V, the larger the curvature of the graph; and the larger the
curvature, the smaller the wavelength. In particle terms, the higher the kinetic energy, the
higher the momentum.

Let us now find the solutions that describe a particle "trapped" in a potential well — a
bound state. Consider this potential:

3 http://en.wikibooks.org/wiki/Category%3A
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Figure 43

Observe, to begin with, that at x1 and x2, where E = V, the slope of ψ(x) does not change
since d2ψ(x)/dx2 = 0 at these points. This tells us that the probability of finding the particle
cannot suddenly drop to zero at these points. It will therefore be possible to find the particle
to the left of x1 or to the right of x2, where classically it could not be. (A classical particle
would oscillates back and forth between these points.)

Next, take into account that the probability distributions defined by ψ(x) must be normaliz-
able. For the graph of ψ(x) this means that it must approach the x axis asymptotically as
x→±∞.

Suppose that we have a normalized solution for a particular value E. If we increase or
decrease the value of E, the curvature of the graph of ψ(x) between x1 and x2 increases or
decreases. A small increase or decrease won't give us another solution: ψ(x) won't vanish
asymptotically for both positive and negative x. To obtain another solution, we must increase
E by just the right amount to increase or decrease by one the number of wave nodes between
the "classical" turning points x1 and x2 and to make ψ(x) again vanish asymptotically in
both directions.

The bottom line is that the energy of a bound particle — a particle "trapped" in a potential
well — is quantized: only certain values Ek yield solutions ψk(x) of the time-independent
Schrödinger equation:
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A quantum bouncing ball

Figure 44

4

4.4 A quantum bouncing ball

As a specific example, consider the following potential:

V (z) =mgz if z > 0 and V (z) =∞ if z < 0.

g is the gravitational acceleration at the floor. For z < 0, the Schrödinger equation as given
in the previous section5 tells us that d2ψ(z)/dz2 =∞ unless ψ(z) = 0. The only sensible
solution for negative z is therefore ψ(z) = 0. The requirement that V (z) =∞ for z < 0
ensures that our perfectly elastic, frictionless quantum bouncer won't be found below the
floor.

Since a picture is worth more than a thousand words, we won't solve the time-independent
Schrödinger equation for this particular potential but merely plot its first eight solutions:

4 http://en.wikibooks.org/wiki/Category%3A
5 Chapter 4.2 on page 61
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Figure 45

Where would a classical bouncing ball subject to the same potential reverse its direction of
motion? Observe the correlation between position and momentum (wavenumber).

All of these states are stationary; the probability of finding the quantum bouncer in any
particular interval of the z axis is independent of time. So how do we get it to move?

Recall that any linear combination of solutions of the Schrödinger equation is another
solution. Consider this linear combination of two stationary states:

ψ(t,x) =Aψ1(x)e−iω1t+Bψ2(x)e−iω2t.

Assuming that the coefficients A,B and the wave functions ψ1(x),ψ2(x) are real, we calculate
the mean position of a particle associated with ψ(t,x):

ψ∗xψ = (Aψ1e
iω1t+Bψ2e

iω2t)x(Aψ1e
−iω1t+Bψ2e

−iω2t)

=A2ψ2
1 x+B2ψ2

2 x+AB(ei(ω1−ω2)t+ei(ω2−ω1)t)ψ1xψ2.

The first two integrals are the (time-independent) mean positions of a particle associated
with ψ1(x)eiω1t and ψ2(x)eiω2t, respectively. The last term equals

2AB cos(∆ωt)ψ1xψ2,
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Atomic hydrogen

and this tells us that the particle's mean position oscillates with frequency ∆ω = ω2−ω1
and amplitude 2ABψ1xψ2 about the sum of the first two terms.

Visit this site6 to watch the time-dependence of the probability distribution associated with
a quantum bouncer that is initially associated with a Gaussian distribution.
7

4.5 Atomic hydrogen

While de Broglie's theory of 1923 featured circular electron waves, Schrödinger's "wave
mechanics" of 1926 features standing waves in three dimensions. Finding them means finding
the solutions of the time-independent Schrödinger equation

Eψ(r) =− h̄2

2m

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
ψ(r) +V (r)ψ(r).

with V (r) = −e2/r, the potential energy of a classical electron at a distance r = |r| from
the proton. (Only when we come to the relativistic theory will we be able to shed the last
vestige of classical thinking.)

Eψ(r) =− h̄2

2m

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
ψ(r)− e

2

r
V (r)ψ(r).

In using this equation, we ignore (i) the influence of the electron on the proton, whose
mass is some 1836 times larger than that of he electron, and (ii) the electron's spin. Since
relativistic and spin effects on the measurable properties of atomic hydrogen are rather
small, this non-relativistic approximation nevertheless gives excellent results.

For bound states the total energy E is negative, and the Schrödinger equation has a discrete
set of solutions. As it turns out, the "allowed" values of E are precisely the values that Bohr
obtained in 1913:

En =− 1
n2

µe4

2h̄2 , n= 1,2,3, . . .

However, for each n there are now n2 linearly independent solutions. (If ψ1, . . . ,ψk are
independent solutions, then none of them can be written as a linear combination

∑
aiψi of

the others.)

Solutions with different n correspond to different energies. What physical differences
correspond to linearly independent solutions with the same n?

6 http://www.uark.edu/misc/julio/bouncing_ball/bouncing_ball.html
7 http://en.wikibooks.org/wiki/Category%3A
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Figure 46

Using polar coordinates, one finds that all solutions for a particular value En are linear
combinations of solutions that have the form

ψ(r,φ,θ) = e(i/h̄) lz φψ(r,θ).

lz turns out to be another quantized variable, for e(i/h̄) lz φ = e(i/h̄) lz (φ±2π) implies that lz =mh̄
with m= 0,±1,±2, . . . In addition, |m| has an upper bound, as we shall see in a moment.

Just as the factorization of ψ(t,r) into e−(i/h̄)Etψ(r) made it possible to obtain a t-
independent Schrödinger equation, so the factorization of ψ(r,φ,θ) into e(i/h̄) lz φψ(r,θ)
makes it possible to obtain a φ-independent Schrödinger equation. This contains another
real parameter Λ, over and above m, whose "allowed" values are given by l(l+1)h̄2, with
l an integer satisfying 0≤ l ≤ n−1. The range of possible values for m is bounded by the
inequality |m| ≤ l. The possible values of the principal quantum number n, the angular
momentum quantum number l, and the so-called magnetic quantum number m thus are:

n= 1 l = 0 m= 0
n= 2 l = 0 m= 0

l = 1 m= 0,±1
n= 3 l = 0 m= 0

l = 1 m= 0,±1
l = 2 m= 0,±1,±2

n= 4 . . . . . .
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Atomic hydrogen

Each possible set of quantum numbers n, l,m defines a unique wave function ψnlm(t,r), and
together these make up a complete set of bound-state solutions (E < 0) of the Schrödinger
equation with V (r) =−e2/r. The following images give an idea of the position probability
distributions of the first three l = 0 states (not to scale). Below them are the probability
densities plotted against r. Observe that these states have n− 1 nodes, all of which are
spherical, that is, surfaces of constant r. (The nodes of a wave in three dimensions are
two-dimensional surfaces. The nodes of a "probability wave" are the surfaces at which the
sign of ψ changes and, consequently, the probability density |ψ|2 vanishes.)

Figure 47

Take another look at these images:
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Figure 48 Image :Orbitals2.png|

Figure 49 Image :Orbitals4.png|
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Figure 50 ρ2p0

Figure 51 ρ3p0
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Figure 52 ρ3d0
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Figure 53 ρ4p0

Figure 54 Image :Orbitals6.png|
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Figure 55 Image :Orbitals8.png|

Figure 56 ρ4d0
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Figure 57 ρ4f0

Figure 58 ρ5d0
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Figure 59 ρ5f0

The letters s,p,d,f stand for l=0,1,2,3, respectively. (Before the quantum-mechanical origin
of atomic spectral lines was understood, a distinction was made between "sharp," "principal,"
"diffuse," and "fundamental" lines. These terms were subsequently found to correspond to
the first four values that l can take. From l = 3 onward the labels follows the alphabet:
f,g,h...) Observe that these states display both spherical and conical nodes, the latter being
surfaces of constant θ. (The "conical" node with θ = 0 is a horizontal plane.) These states,
too, have a total of n−1 nodes, l of which are conical.

Because the "waviness" in φ is contained in a phase factor eimφ, it does not show up in
representations of |ψ|2. To make it visible, it is customary to replace eimφ by its real part
cos(mφ), as in the following images, which do not represent probability distributions.
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Figure 60 ρ4f1

Figure 61 ρ4f3
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Figure 62 ρ5f1

Figure 63 ρ5f2
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Figure 64 ρ5f3

Figure 65 ρ5g1
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Figure 66 ρ5g2

Figure 67 ρ5g3

The total number of nodes is again n−1, the total number of non-spherical nodes is again l,
but now there are m plane nodes containing the z axis and l−m conical nodes.

What is so special about the z axis? Absolutely nothing, for the wave functions ψ′nlm, which
are defined with respect to a different axis, make up another complete set of bound-state
solutions. This means that every wave function ψ′nlm can be written as a linear combination
of the functions ψnlm, and vice versa.
8

4.6 Observables and operators

Remember the mean values

8 http://en.wikibooks.org/wiki/Category%3A
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Observables and operators

〈x〉=
∫
|ψ|2xdx and 〈p〉= h̄〈k〉=

∫
|ψ|2 h̄k dk.

As noted already, if we define the operators

x̂= x ("multiply with x") and p̂=−ih̄ ∂
∂x ,

then we can write

〈x〉=
∫
ψ∗ x̂ψdx and 〈p〉=

∫
ψ∗ p̂ψ dx.

By the same token,

〈E〉=
∫
ψ∗ Ê ψdx with Ê = ih̄

∂

∂t
.

Which observable is associated with the differential operator ∂/∂φ? If r and θ are constant
(as the partial derivative with respect to φ requires), then z is constant, and

∂ψ

∂φ
= ∂y

∂φ

∂ψ

∂y
+ ∂x

∂φ

∂ψ

∂x
.

Given that x= r sinθ cosφ and y = r sinθ sinφ, this works out at x∂ψ∂y −y
∂ψ
∂x or

−ih̄ ∂

∂φ
= x̂p̂y− ŷp̂x.

Since, classically, orbital angular momentum is given by L = r×p, so that Lz = xpy−ypx,
it seems obvious that we should consider x̂p̂y− ŷp̂x as the operator l̂z associated with the
z component of the atom's angular momentum.

Yet we need to be wary of basing quantum-mechanical definitions on classical ones. Here
are the quantum-mechanical definitions:

Consider the wave function ψ(qk, t) of a closed system S with K degrees of freedom. Suppose
that the probability distribution |ψ(qk, t)|2 (which is short for |ψ(q1, . . . , qK , t)|2) is invariant
under translations in time: waiting for any amount of time τ makes no difference to it:

|ψ(qk, t)|2 = |ψ(qk, t+ τ)|2.

Then the time dependence of ψ is confined to a phase factor eiα(qk,t).

Further suppose that the time coordinate t and the space coordinates qk are homogeneous —
equal intervals are physically equivalent. Since S is closed, the phase factor eiα(qk,t) cannot
then depend on qk, and its phase can at most linearly depend on t : waiting for 2τ should
have the same effect as twice waiting for τ. In other words, multiplying the wave function
by eiα(2τ) should have same effect as multiplying it twice by eiα(τ):
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eiα(2τ) = [eiα(τ)]2 = ei2α(τ).

Thus

ψ(qk, t) = ψ(qk)e−iωt = ψ(qk)e−(i/h̄)Et.

So the existence of a constant ("conserved") quantity ω or (in conventional units) E is
implied for a closed system, and this is what we mean by the energy of the system.

Now suppose that |ψ(qk, t)|2 is invariant under translations in the direction of one of the
spatial coordinates qk, say qj :

|ψ(qj , qk 6=j , t)|2 = |ψ(qj +κ,qk 6=j , t)|2.

Then the dependence of ψ on qj is confined to a phase factor eiβ(qk,t).

And suppose again that the time coordinates t and qk are homogeneous. Since S is closed,
the phase factor eiβ(qk,t) cannot then depend on qk 6=j or t, and its phase can at most linearly
depend on qj : translating S by 2κ should have the same effect as twice translating it by κ. In
other words, multiplying the wave function by eiβ(2κ) should have same effect as multiplying
it twice by eiβ(κ):

eiβ(2κ) = [eiβ(κ)]2 = ei2β(κ).

Thus

ψ(qk, t) = ψ(qk 6=j , t)eikj qk = ψ(qk 6=j , t)e(i/h̄)pj qk .

So the existence of a constant ("conserved") quantity kj or (in conventional units) pj is
implied for a closed system, and this is what we mean by the j-component of the system's
momentum.

You get the picture. Moreover, the spatial coordiates might as well be the spherical
coordinates r,θ,φ. If |ψ(r,θ,φ, t)|2 is invariant under rotations about the z axis, and if the
longitudinal coordinate φ is homogeneous, then

ψ(r,θ,φ, t) = ψ(r,θ, t)eimφ = ψ(r,θ, t)e(i/h̄)lzφ.

In this case we call the conserved quantity the z component of the system's angular momen-
tum.

Now suppose that O is an observable, that Ô is the corresponding operator, and that ψÔ,v
satisfies

ÔψÔ,v = vψÔ,v.
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We say that ψÔ,v is an eigenfunction or eigenstate of the operator Ô, and that it has the
eigenvalue v. Let's calculate the mean and the standard deviation of O for ψÔ,v.We obviously
have that

〈O〉=
∫
ψ∗
Ô,v
ÔψÔ,v dx=

∫
ψ∗
Ô,v
vψÔ,v dx= v

∫
|ψÔ,v|

2 dx= v.

Hence

∆O =
√∫

ψ∗
Ô,v

(Ô−v)(Ô−v)ψÔ,v dx= 0,

since (Ô−v)ψÔ,v = 0. For a system associated with ψÔ,v, O is dispersion-free. Hence the
probability of finding that the value of O lies in an interval containing v, is 1. But we have
that

Ê ψ(qk)e−(i/h̄)Et = Eψ(qk)e−(i/h̄)Et

p̂j ψ(qk 6=j , t)e(i/h̄)pj qk = pj ψ(qk 6=j , t)e(i/h̄)pj qk

l̂zψ(r,θ, t)e(i/h̄) lzφ = lzψ(r,θ, t)e(i/h̄) lzφ.

So, indeed, l̂z is the operator associated with the z component of the atom's angular
momentum.

Observe that the eigenfunctions of any of these operators are associated with systems for
which the corresponding observable is "sharp": the standard deviation measuring its fuzziness
vanishes.

For obvious reasons we also have

l̂x =−ih̄
(
y
∂

∂z
−z ∂

∂y

)
and l̂y =−ih̄

(
z
∂

∂x
−x ∂

∂z

)
.

If we define the commutator [Â, B̂] ≡ ÂB̂− B̂Â, then saying that the operators Â and B̂
commute is the same as saying that their commutator vanishes. Later we will prove that two
observables are compatible (can be simultaneously measured) if and only if their operators
commute.

Exercise: Show that [l̂x, l̂y] = ih̄l̂z.

One similarly finds that [l̂y, l̂z] = ih̄l̂x and [l̂z, l̂x] = ih̄l̂y. The upshot: different components of
a system's angular momentum are incompatible.

Exercise: Using the above commutators, show that the operator L̂2 ≡ l̂2x+ l̂2y + l̂2z commutes
with l̂x, l̂y, and l̂z.
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9

4.7 Beyond hydrogen: the Periodic Table

If we again assume that the nucleus is fixed at the center and ignore relativistic and spin
effects, then the stationary states of helium are the solutions of the following equation:

E
∂ψ

∂t
=− h̄2

2m

[
∂2ψ

∂x2
1

+ ∂2ψ

∂y2
1

+ ∂2ψ

∂z2
1

+ ∂2ψ

∂x2
2

+ ∂2ψ

∂y2
2

+ ∂2ψ

∂z2
2

]
+
[
−2e2

r1
− 2e2

r2
+ e2

r12

]
ψ.

The wave function now depends on six coordinates, and the potential energy V is made up
of three terms. r1 =

√
x2

1 +y2
1 +z2

1 and r2 =
√
x2

2 +y2
2 +z2

2 are associated with the respective
distances of the electrons from the nucleus, and r12 =

√
(x2−x1)2 + (y2−y1)2 + (z2−z1)2 is

associated with the distance between the electrons. Think of e2/r12 as the value the potential
energy associated with the two electrons would have if they were at r1 and r2, respectively.

Why are there no separate wave functions for the two electrons? The joint probability of
finding the first electron in a region A and the second in a region B (relative to the nucleus)
is given by

p(A,B) =
∫
A
d3r1

∫
B
d3r2|ψ(r1,r2)|2.

If the probability of finding the first electron in A were independent of the whereabouts of
the second electron, then we could assign to it a wave function ψ1(r1), and if the probability
of finding the second electron in B were independent of the whereabouts of the first electron,
we could assign to it a wave function ψ2(r2). In this case ψ(r1,r2) would be given by the
product ψ1(r1)ψ2(r2) of the two wave functions, and p(A,B) would be the product of
p(A) =

∫
A d

3r1 |ψ(r1)|2 and p(B) =
∫
B d

3r2 |ψ(r2)|2. But in general, and especially inside a
helium atom, the positional probability distribution for the first electron is conditional on
the whereabouts of the second electron, and vice versa, given that the two electrons repel
each other (to use the language of classical physics).

For the lowest energy levels, the above equation has been solved by numerical methods.
With three or more electrons it is hopeless to look for exact solutions of the corresponding
Schrödinger equation. Nevertheless, the Periodic Table10 and many properties of the chemical
elements can be understood by using the following approximate theory.

First,we disregard the details of the interactions between the electrons. Next, since the
chemical properties of atoms depend on their outermost electrons, we consider each of these
atoms subject to a potential that is due to (i) the nucleus and (ii) a continuous, spherically
symmetric, charge distribution doing duty for the other electrons. We again neglect spin
effects except that we take account of the Pauli exclusion principle11, according to which

9 http://en.wikibooks.org/wiki/Category%3A
10 http://en.wikipedia.org/wiki/Periodic%20table
11 http://en.wikipedia.org/wiki/Pauli%20exclusion%20principle

82

http://en.wikibooks.org/wiki/Category%3A
http://en.wikipedia.org/wiki/Periodic%20table
http://en.wikipedia.org/wiki/Pauli%20exclusion%20principle


Beyond hydrogen: the Periodic Table

the probability of finding two electrons (more generally, two fermions12) having exactly the
same properties is 0. Thus two electrons can be associated with exactly the same wave
function provided that their spin states differ in the following way: whenever the spins of
the two electrons are measured with respect to a given axis, the outcomes are perfectly
anticorrelated; one will be "up" and the other will be "down". Since there are only two
possible outcomes, a third electron cannot be associated with the same wave function.

This approximate theory yields stationary wave functions ψnlm(r) called orbitals13 for
individual electrons. These are quite similar to the stationary wave functions one obtains
for the single electron of hydrogen, except that their dependence on the radial coordinate
is modified by the negative charge distribution representing the remaining electrons. As a
consequence of this modification, the energies associated with orbitals with the same quantum
number n but different quantum numbers l are no longer equal. For any given n≥ 1, obitals
with higher l yield a larger mean distance between the electron and the nucleus, and the
larger this distance, the more the negative charge of the remaining electrons screens the
positive charge of the nucleus. As a result, an electron with higher l is less strongly bound
(given the same n), so its ionization energy14 is lower.

Chemists group orbitals into shells15 according to their principal quantum number. As we
have seen, the n-th shell can "accommodate" up to n2×2 electrons. Helium has the first
shell completely "filled" and the second shell "empty." Because the helium nucleus has twice
the charge of the hydrogen nucleus, the two electrons are, on average, much nearer the
nucleus than the single electron of hydrogen. The ionization energy of helium is therefore
much larger, 2372.3 J/mol16 as compared to 1312.0 J/mol for hydrogen. On the other hand,
if you tried to add an electron to create a negative helium ion, it would have to go into the
second shell, which is almost completely screened from the nucleus by the electrons in the
first shell. Helium is therefore neither prone to give up an electron not able to hold an extra
electron. It is chemically inert, as are all elements in the rightmost column of the Periodic
Table.

In the second row of the Periodic Table the second shell gets filled. Since the energies of the
2p orbitals are higher than that of the 2s orbital, the latter gets "filled" first. With each added
electron (and proton!) the entire electron distribution gets pulled in, and the ionization
energy goes up, from 520.2 J/mol for lithium (atomic number Z=3) to 2080.8 J/mol for neon
(Z=10). While lithium readily parts with an electron, fluorine (Z=9) with a single empty
"slot" in the second shell is prone to grab one. Both are therefore quite active chemically.
The progression from sodium (Z=11) to argon (Z=18) parallels that from lithium to neon.

There is a noteworthy peculiarity in the corresponding sequences of ionization energies17:
The ionization energy of oxygen (Z=8, 1313.9 J/mol) is lower than that of nitrogen (Z=7,
1402.3 J/mol), and that of sulfur (Z=16, 999.6 J/mol) is lower than that of phosphorus
(Z=15, 1011.8 J/mol). To understand why this is so, we must take account of certain details
of the inter-electronic forces that we have so far ignored.

12 http://en.wikipedia.org/wiki/Fermion
13 http://en.wikipedia.org/wiki/Atomic%20orbital
14 http://en.wikipedia.org/wiki/Ionization%20potential
15 http://en.wikipedia.org/wiki/Electron%20shell
16 http://en.wikipedia.org/wiki/Joule%20per%20mole
17 http://en.wikipedia.org/wiki/Ionization%20energies%20of%20the%20elements
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The Schrödinger equation: implications and applications

Suppose that one of the two 2p electrons of carbon (Z=6) goes into the m=0 orbital with
respect to the z axis. Where will the other 2p electron go? It will go into any vacant orbital
that minimizes the repulsion between the two electrons, by maximizing their mean distance.
This is neither of the orbitals with |m|=1 with respect to the z axis but an orbital with
m=0 with respect to some axis perpendicular to the z axis. If we call this the x axis, then
the third 2p electron of nitrogen goes into the orbital with m=0 relative to y axis. The
fourth 2p electron of oxygen then has no choice but to go — with opposite spin — into an
already occupied 2p orbital. This raises its energy significantly and accounts for the drop in
ionization from nitrogen to oxygen.

By the time the 3p orbitals are "filled," the energies of the 3d states are pushed up so high
(as a result of screening) that the 4s state is energetically lower. The "filling up" of the
3d orbitals therefore begins only after the 4s orbitals are "occupied," with scandium (Z=21).

Thus even this simplified and approximate version of the quantum theory of atoms has the
power to predict the qualitative and many of the quantitative features of the Period Table.
18

4.8 Probability flux

The time rate of change of the probability density ρ(t,r) = |ψ(t,r)|2 (at a fixed location r)
is given by

∂ρ

∂t
= ψ∗

∂ψ

∂t
+ψ

∂ψ∗

∂t
.

With the help of the Schrödinger equation and its complex conjugate,

ih̄
∂ψ

∂t
= 1

2m

(
h̄

i

∂

∂r
−A

)
·
(
h̄

i

∂

∂r
−A

)
ψ+V ψ,

h̄

i

∂ψ∗

∂t
= 1

2m

(
ih̄
∂

∂r
−A

)
·
(
ih̄
∂

∂r
−A

)
ψ∗+V ψ∗,

one obtains
∂ρ
∂t =− i

h̄ψ
∗
[

1
2m

(
h̄
i
∂
∂r −A

)
·
(
h̄
i
∂
∂r −A

)
ψ+V ψ

]

+ i

h̄
ψ

[ 1
2m

(
ih̄
∂

∂r −A
)
·
(
ih̄
∂

∂r −A
)
ψ∗+V ψ∗

]
.

The terms containing V cancel out, so we are left with

∂ρ

∂t
=− i

2mh̄

[
ψ∗
(
ih̄
∂

∂r +A
)
·
(
ih̄
∂

∂r +A
)
ψ−ψ

(
ih̄
∂

∂r −A
)
·
(
ih̄
∂

∂r −A
)
ψ∗
]

18 http://en.wikibooks.org/wiki/Category%3A
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= · · ·=− h̄

2mi

(
∂2ψ

∂r2 ψ
∗−ψ∂

2ψ∗

∂r2

)
+ 1
m

(
ψψ∗

∂
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·A+A∂ψ
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ψ∗+Aψ∂ψ

∗

∂r

)
.

Next, we calculate the divergence of j = h̄
2mi

(
ψ∗ ∂ψ∂r −

∂ψ∗

∂r ψ
)
− 1

mAψ∗ψ:

∂

∂r · j = h̄

2mi

(
∂2ψ

∂r2 ψ
∗−ψ∂

2ψ∗

∂r2

)
− 1
m

(
ψψ∗

∂

∂r ·A+A∂ψ

∂r ψ
∗+Aψ∂ψ

∗

∂r

)
.

The upshot:

∂ρ
∂t =− ∂

∂r · j.

Integrated over a spatial region R with unchanging boundary ∂R :

∂

∂t

∫
R
ρd3r =−

∫
R

∂

∂r · jd
3r.

According to Gauss's law19, the outward flux of j through ∂R equals the integral of the
divergence20 of j over R :

∮
∂R

j ·dΣ =
∫
R

∂

∂r · jd
3r.

We thus have that

∂

∂t

∫
R
ρd3r =−

∮
∂R

j ·dΣ.

If ρ is the continuous density of some kind of stuff (stuff per unit volume) and j is its flux
(stuff per unit area per unit time), then on the left-hand side we have the rate at which the
stuff inside R increases, and on the right-hand side we have the rate at which stuff enters
through the surface of R. So if some stuff moves from place A to place B, it crosses the
boundary of any region that contains either A or B. This is why the framed equation is
known as a continuity equation21.

In the quantum world, however, there is no such thing as continuously distributed and/or
continuously moving stuff. ρ and j, respectively, are a density (something per unit volume)
and a flux (something per unit area per unit time) only in a formal sense. If ψ is the
wave function associated with a particle, then the integral

∫
R ρd

3r =
∫
R |ψ|2 d3r gives the

probability of finding the particle in R if the appropriate measurement is made, and the
framed equation tells us this: if the probability of finding the particle inside R, as a function
of the time at which the measurement is made, increases, then the probability of finding the
particle outside R, as a function of the same time, decreases by the same amount. (Much

19 http://en.wikipedia.org/wiki/Gauss%27s%20law
20 http://en.wikipedia.org/wiki/Divergence
21 http://en.wikipedia.org/wiki/Continuity%20equation
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The Schrödinger equation: implications and applications

the same holds if ψ is associated with a system having n degrees of freedom and R is a
region of the system's configuration space.) This is sometimes expressed by saying that
"probability is (locally) conserved." When you hear this, then remember that the probability
for something to happen in a given place at a given time isn't anything that is situated at
that place or that exists at that time.
22

22 http://en.wikibooks.org/wiki/Category%3A
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5 Entanglement (a preview)

5.1 Bell's theorem: the simplest version

Quantum mechanics permits us to create the following scenario.

• Pairs of particles are launched in opposite directions.
• Each particle is subjected to one of three possible measurements (1, 2, or 3).
• Each time the two measurements are chosen at random.
• Each measurement has two possible results, indicated by a red or green light.

Here is what we find:

• If both particles are subjected to the same measurement, identical results are never
obtained.

• The two sequences of recorded outcomes are completely random. In particular, half of
the time both lights are the same color.

Figure 68

If this doesn't bother you, then please explain how it is that the colors differ whenever
identical measurements are performed!

The obvious explanation would be that each particle arrives with an "instruction set" —
some property that pre-determines the outcome of every possible measurement. Let's see
what this entails.

Each particle arrives with one of the following 23 = 8 instruction sets:

RRR,RRG,RGR,GRR,RGG,GRG,GGR, or GGG.

(If a particle arrives with, say, RGG, then the apparatus flashes red if it is set to 1 and
green if it is set to 2 or 3.) In order to explain why the outcomes differ whenever both
particles are subjected to the same measurement, we have to assume that particles launched
together arrive with opposite instruction sets. If one carries the instruction (or arrives with
the property denoted by) RRG, then the other carries the instruction GGR.
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Suppose that the instruction sets are RRG and GGR. In this case we observe different
colors with the following five of the 32 = 9 possible combinations of apparatus settings:

1—1,2—2,3—3,1—2, and 2—1,

and we observe equal colors with the following four:

1—3,2—3,3—1, and 3—2.

Because the settings are chosen at random, this particular pair of instruction sets thus
results in different colors 5/9 of the time. The same is true for the other pairs of instruction
sets except the pair RRR, GGG. If the two particles carry these respective instruction sets,
we see different colors every time. It follows that we see different colors at least 5/9 of the
time.

But different colors are observed half of the time! In reality the probability of observing
different colors is 1/2. Conclusion: the statistical predictions of quantum mechanics cannot
be explained with the help of instruction sets. In other words, these measurements do
not reveal pre-existent properties. They create the properties the possession of which they
indicate.

Then how is it that the colors differ whenever identical measurements are made? How does
one apparatus "know" which measurement is performed and which outcome is obtained by
the other apparatus?

Whenever the joint probability p(A,B) of the respective outcomes A and B of two measure-
ments does not equal the product p(A) p(B) of the individual probabilities, the outcomes
— or their probabilities — are said to be correlated. With equal apparatus settings we
have p(R,R) = p(G,G) = 0, and this obviously differs from the products p(R) p(R)
and p(G) p(G), which equal 1

2 ×
1
2 = 1

4 . What kind of mechanism is responsible for the
correlations between the measurement outcomes?

You understand this as much as anybody else!

The conclusion that we see different colors at least 5/9 of the time is Bell's theorem (or
Bell's inequality) for this particular setup. The fact that the universe violates the logic of
Bell's Theorem is evidence that particles do not carry instruction sets embedded within
them and instead have instantaneous knowledge of other particles at a great distance. Here
is a comment by a distinguished Princeton physicist as quoted by David Mermin1

Anybody who's not bothered by Bell's theorem has to have rocks in his head.

And here is why Einstein wasn't happy with quantum mechanics:

I cannot seriously believe in it because it cannot be reconciled with the idea that physics
should represent a reality in time and space, free from spooky actions at a distance.2

Sadly, Einstein (1879 - 1955) did not know Bell's theorem of 1964. We know now that

1 N. David Mermin, "Is the Moon there when nobody looks? Reality and the quantum theory," Physics
Today, April 1985. The version of Bell's theorem discussed in this section first appeared in this article.

2 Albert Einstein, The Born-Einstein Letters, with comments by Max Born (New York: Walker, 1971).
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there must be a mechanism whereby the setting of one measurement device can influence
the reading of another instrument, however remote.3

Spooky actions at a distance are here to stay!
4

5.2 A quantum game

Here are the rules:5

• Two teams play against each other: Andy, Bob, and Charles (the "players") versus the
"interrogators".

• Each player is asked either "What is the value of X?" or "What is the value of Y?"
• Only two answers are allowed: +1 or −1.
• Either each player is asked the X question, or one player is asked the X question and the

two other players are asked the Y question.
• The players win if the product of their answers is −1 in case only X questions are asked,

and if the product of their answers is +1 in case Y questions are asked. Otherwise they
lose.

• The players are not allowed to communicate with each other once the questions are asked.
Before that, they are permitted to work out a strategy.

Is there a failsafe strategy? Can they make sure that they will win? Stop to ponder the
question.

Let us try pre-agreed answers, which we will call XA, XB, XC and YA, YB, YC. The
winning combinations satisfy the following equations:

XAYBYC = 1, YAXBYC = 1, YAYBXC = 1, XAXBXC =−1.

Consider the first three equations. The product of their right-hand sides equals +1. The
product of their left-hand sides equals XAXBXC, implying that XAXBXC = 1. (Re-
member that the possible values are ±1.) But if XAXBXC = 1, then the fourth equation
XAXBXC = −1 obviously cannot be satisfied.

The bottom line: There is no failsafe strategy with pre-agreed answers.
6

3 John S. Bell, "On the Einstein Podolsky Rosen paradox," Physics 1, pp. 195-200, 1964.
4 http://en.wikibooks.org/wiki/Category%3A
5 Lev Vaidman, "Variations on the theme of the Greenberger-Horne-Zeilinger proof," Foundations of

Physics 29, pp. 615-30, 1999.
6 http://en.wikibooks.org/wiki/Category%3A
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Entanglement (a preview)

5.3 The experiment of Greenberger, Horne, and Zeilinger

And yet there is a failsafe strategy.7

Here goes:

• Andy, Bob, and Charles prepare three particles (for instance, electrons) in a particular
way. As a result, they are able to predict the probabilities of the possible outcomes of
any spin measurement to which the three particles may subsequently be subjected. In
principle these probabilities do not depend on how far the particles are apart.

• Each player takes one particle with him.
• Whoever is asked the X question measures the x component of the spin of his particle and

answers with his outcome, and whoever is asked theY question measures the y component
of the spin of his particle and answers likewise. (All you need to know at this point about
the spin of a particle is that its component with respect to any one axis can be measured,
and that for the type of particle used by the players there are two possible outcomes,
namely +1 and −1.

Proceeding in this way, the team of players is sure to win every time.

Is it possible for the x and y components of the spins of the three particles to be in possession
of values before their values are actually measured?

Suppose that the y components of the three spins have been measured. The three equations

XAYBYC = 1, YAXBYC = 1, YAYBXC = 1

of the previous section8 tell us what we would have found if the x component of any one
of the three particles had been measured instead of the y component. If we assume that
the x components are in possession of values even though they are not measured, then their
values can be inferred from the measured values of the three y components.

Try to fill in the following table in such a way that

• each cell contains either +1 or −1,
• the product of the three X values equals −1, and
• the product of every pair of Y values equals the remaining X value.

Can it be done?

A B C
X
Y

The answer is negative, for the same reason that the four equations

7 D. M. Greenberger, M. A. Horne, and A. Zeilinger, "Going beyond Bell's theorem," in Bell's theorem,
Quantum Theory, and Conception of the Universe, edited by M. Kafatos (Dordrecht: Kluwer Academic,
1989), pp. 69-72.

8 Chapter 5.1 on page 89

90



The experiment of Greenberger, Horne, and Zeilinger

XAYBYC = 1, YAXBYC = 1, YAYBXC = 1, XAXBXC =−1

cannot all be satisfied. Just as there can be no strategy with pre-agreed answers, there
can be no pre-existent values. We seem to have no choice but to conclude that these spin
components are in possession of values only if (and only when) they are actually measured.

Any two outcomes suffice to predict a third outcome. If two x components are measured, the
third x component can be predicted, if two y components are measured, the x component of
the third spin can be predicted, and if one x and one y component are measurement, the
y component of the third spin can be predicted. How can we understand this given that

• the values of the spin components are created as and when they are measured,
• the relative times of the measurements are irrelevant,
• in principle the three particles can be millions of miles apart.

How does the third spin "know" which components of the other spins are measured and
which outcomes are obtained? What mechanism correlates the outcomes?

You understand this as much as anybody else!
9

9 http://en.wikibooks.org/wiki/Category%3A
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7 Appendix

7.1 Probability

7.1.1 Basic Concepts

Probability is a numerical measure of likelihood. If an event has a probability equal to 1 (or
100%), then it is certain to occur. If it has a probability equal to 0, then it will definitely not
occur. And if it has a probability equal to 1/2 (or 50%), then it is as likely as not to occur.

You will know that tossing a fair coin has probability 1/2 to yield heads, and that casting a
fair die has probability 1/6 to yield a 1. How do we know this?

There is a principle known as the principle of indifference, which states: if there are n
mutually exclusive and jointly exhaustive possibilities, and if, as far as we know, there are
no differences between the n possibilities apart from their names (such as "heads" or "tails"),
then each possibility should be assigned a probability equal to 1/n. (Mutually exclusive: only
one possibility can be realized in a single trial. Jointly exhaustive: at least one possibility is
realized in a single trial. Mutually exclusive and jointly exhaustive: exactly ony possibility is
realized in a single trial.)

Since this principle appeals to what we know, it concerns epistemic probabilities (a.k.a.
subjective probabilities) or degrees of belief. If you are certain of the truth of a proposition,
then you assign to it a probability equal to 1. If you are certain that a proposition is false,
then you assign to it a probability equal to 0. And if you have no information that makes
you believe that the truth of a proposition is more likely (or less likely) than its falsity,
then you assign to it probability 1/2. Subjective probabilities are therefore also known as
ignorance probabilities: if you are ignorant of any differences between the possibilities, you
assign to them equal probabilities.

If we assign probability 1 to a proposition because we believe that it is true, we assign a
subjective probability, and if we assign probability 1 to an event because it is certain that it
will occur, we assign an objective probability. Until the advent of quantum mechanics, the
only objective probabilities known were relative frequencies.

The advantage of the frequentist definition of probability is that it allows us to measure
probabilities, at least approximately. The trouble with it is that it refers to ensembles. You
can't measure the probability of heads by tossing a single coin. You get better and better
approximations to the probability of heads by tossing a larger and larger number N of coins
and dividing the number NH of heads by N. The exact probability of heads is the limit

p(H) = lim
N→∞

NH

N
.
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The meaning of this formula is that for any positive number ε, however small, you can find
a (sufficiently large but finite) number N such that

∣∣∣∣p(H)− NH

N

∣∣∣∣< ε.

The probability that m events from a mutually exclusive and jointly exhaustive set of
n possible events happen is the sum of the probabilities of the m events. Suppose, for
example, you win if you cast either a 1 or a 6. The probability of winning is

p(1 or 6) = p(1) +p(6) = 1
6 + 1

6 = 1
3 .

In frequentist terms, this is virtually self-evident. N(1)/N approximates p(1), N(6)/N
approximates p(6), and [N(1) +N(6)]/N approximates p(1 or 6).

The probability that two independent events happen is the product of the probabilities of
the individual events. Suppose, for example, you cast two dice and you win if the total is 12.
Then

p(6 and 6) = p(6)×p(6) = 1
6 ×

1
6 = 1

36 .

By the principle of indifference, there are now 6× 6 = 36 equiprobable possibilities, and
casting a total of 12 with two dice is one of them.

It is important to remember that the joint probability p(A,B) = p(A and B) of two events
A,B equals the product of the individual probabilities p(A) and p(B) only if the two events
are independent, meaning that the probability of one does not depend on whether or not
the other happens. In terms of propositions: the probability that the conjunction P1 and P2
is true is the probability that P1 is true times the probability that P2 is true only if the
probability that either proposition is true does not depend on whether the other is true or
false. Ignoring this can have the most tragic consequences1.

The general rule for the joint probability of two events is

p(A,B) = p(B|A)p(A) = p(A|B)p(B).

p(B|A) is a conditional probability: the probability of B given that A.

To see this, let N(A,B) be the number of trials in which both A and B happen or are
true. N(A,B)/N approximates p(A,B), N(A,B)/N(A) approximates p(B|A), and N(A)/N
approximates p(A). But

p(A,B) N→∞←− N(A,B)
N

= N(A,B)
N(A) ×

N(A)
N

N→∞−→ p(B|A)p(A).

1 http://en.wikipedia.org/wiki/Sally%20Clark
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An immediate consequence of this is Bayes' theorem:

p(B|A) = p(A|B)
p(A) p(B).

The following is just as readily established:

p(X) = p(X|Y )p(Y ) +p(X|Y )p(Y ),

where Y happens or is true whenever Y does not happen or is false. The generalization to
n > 2 mutually exclusive and jointly exhaustive possibilities should be obvious.

Given a random variable, which is a set X = {x1, . . . ,xn} of random numbers, we may want
to know the arithmetic mean

〈X〉= 1
n

n∑
k=1

xk = x1 + · · ·+xn
n

as well as the standard deviation, which is the root-mean-square deviation from the arithmetic
mean,

σ(X) =

√√√√ 1
n

n∑
k=1

(xk−〈X〉)2.

The standard deviation is an important measure of statistical dispersion.

Given n possible measurement outcomes v1, . . .vn with probabilities pk = p(vk), we have
a probability distribution {p1, . . . ,pn}, and we may want to know the expected value of X,
defined by

〈X〉=
n∑
k=1

pkxk

as well as the corresponding standard deviation

σ(X) =

√√√√ n∑
k=1

pk(xk−〈X〉)2,

which is a handy measure of the fuzziness of X.

We have defined probability as a numerical measure of likelihood. So what is likelihood?
What is probability apart from being a numerical measure? The frequentist definition covers
some cases, the epistemic definition covers others, but which definition would cover all cases?
It seems that probability is one of those concepts that are intuitively meaningful to us, but —
just like time or the experience of purple — cannot be explained in terms of other concepts.
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7.1.2 Some Problems

Problem 1 (Monty Hall). A player in a game show is given the choice of three doors.
Behind one door is the Grand Prize (say, a car); behind the other two doors are booby
prizes (say, goats). The player picks a door, and the show host peeks behind the doors and
opens one of the remaining doors. There is a booby prize behind the door he opened. The
host then offers the player either to stay with the door that was chosen at the beginning, or
to switch to the other closed door. What gives the player the better chance of winning: to
switch doors or to stay with the original choice? Or are the chances equal?

Problem 2. Imagine you toss a coin successively and wait till the first time the pattern
HTT appears. For example, if the sequence of tosses was

H H T H H T H H T T H H T T T H T H

then the pattern HTT would appear after the 10th toss. Let A(HTT) be the average number
of tosses until HTT occurs, and let A(HTH) be the average number of tosses until HTH
occurs. Which of the following is true?

(a) A( HTH) < ( HTT), (b) A(HTH) = A(HTT), or (c) A(HTH) > A(HTT).

Problem 3. Imagine a test for a certain disease (say, HIV) that is 99% accurate. And
suppose a person picked at random tests positive. What is the probability that the person
actually has the disease?

Solutions

Problem 1. Let p(C1) be the probability that the car is behind door 1, p(O3) the probability
that the host opens door 3, and p(O3|C1) the probability that the host opens door 3 given
that the car is behind door 1. We have

p(O3) = p(O3|C1)p(C1) +p(O3|C2)p(C2) +p(O3|C3)p(C3)

as well as

p(O3|C2)p(C2) = p(C2|O3)p(O3).

If the first choice is door 1, then p(O3|C1) = 1/2, p(O3|C2) = 1, and p(O3|C3) = 0. Hence

p(O3) = 1
2 ×

1
3 + 1× 1

3 + 0× 1
3 = 1

2

and thus

2 http://en.wikibooks.org/wiki/Category%3A
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p(C2|O3) = p(O3|C2)p(C2)
p(O3) =

1× 1
3

1
2

= 2
3 .

In words: If the player's first choice is door 1 and the host opens door 3, then the probability
that the car is behind door 2 is 2/3, whereas the probability that it is behind door 1 is 1 –
2/3 = 1/3. A quicker way to see that switching doubles the chances of winning is to compare
this game with another one, in which the show host offers the choice of either opening the
originally chosen door or opening both other doors (and winning regardless of which, if any,
has the car).

Note: This result depends on the show host *deliberately* opening only a door with a goat
behind it. If she doesn't know - or doesn't care (!) - which door the car is behind, and opens
a remaining door at random, then 1/3 of the outcomes that were initially possible have
been removed by her having opened a door with a goat. In this case the player gains no
advantage (or disadvantage) by switching. So the answer depends on the rules of the game,
not just the sequence of events. Of course the player may not know what the 'rules' are in
this respect, in which case he should still switch doors because there can be no disadvantage
in doing so.

Problem 2. The average number of tosses until HTT occurs, A(HTT), equals 8, whereas
A(HTH) = 10. To see why the latter is greater, imagine you have tossed HT. If you are
looking for HTH and the next toss gives you HTT, then your next chance to see HTH is
after a total of 6 tosses, whereas if you are looking for HTT and the next toss gives you
HTH, then your next chance to see HTT is after a total of 5 tosses.

Problem 3. The answer depends on how rare the disease is. Suppose that one in 10,000 has
it. This means 100 in a million. If a million are tested, there will be 99 true positives and one
false negative. 99% of the remaining 999,900 — that is, 989,901 — will yield true negatives
and 1% — that is, 9,999 — will yield false positives. The probability that a randomly picked
person testing positive actually has the disease is the number of true positives divided by
the number of positives, which in this particular example is 99/(9999+99) = 0.0098 — less
than 1%!

7.1.3 Moral

Be it scientific data or evidence in court — there are usually competing explanations, and
usually each explanation has a likely bit and an unlikely bit. For example, having the disease
is unlikely, but the test is likely to be correct; not having the disease is likely, but a false
test result is unlikely. You can see the importance of accurate assessments of the likelihood
of competing explanations, and if you have tried the problems, you have seen that we aren't
very good at such assessments.
3

3 http://en.wikibooks.org/wiki/Category%3A
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7.2 Mathematical tools

7.2.1 Elements of calculus

A definite integral

Imagine an object O that is free to move in one dimension — say, along the x axis. Like
every physical object, it has a more or less fuzzy position (relative to whatever reference
object we choose). For the purpose of describing its fuzzy position, quantum mechanics
provides us with a probability density ρ(x). This depends on actual measurement outcomes,
and it allows us to calculate the probability of finding the particle in any given interval of
the x axis, provided that an appropriate measurement is made. (Remember our mantra:
the mathematical formalism of quantum mechanics serves to assign probabilities to possible
measurement outcomes on the basis of actual outcomes.)

Figure 69

We call ρ(x) a probability density because it represents a probability per unit length. The
probability of finding O in the interval between x1 and x2 is given by the area A between
the graph of ρ(x), the x axis, and the vertical lines at x1 and x2, respectively. How do we
calculate this area? The trick is to cover it with narrow rectangles of width ∆x.
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Figure 70

The area of the first rectangle from the left is ρ(x1 + ∆x)∆x, the area of the second is
ρ(x1 + 2∆x)∆x, and the area of the last is ρ(x1 + 12∆x)∆x. For the sum of these areas we
have the shorthand notation

12∑
k=1

ρ(x+k∆x)∆x.

It is not hard to visualize that if we increase the number N of rectangles and at the same
time decrease the width ∆x of each rectangle, then the sum of the areas of all rectangles
fitting under the graph of ρ(x) between x1 and x2 gives us a better and better approximation
to the area A and thus to the probability of finding O in the interval between x1 and x2.
As ∆x tends toward 0 and N tends toward infinity (∞), the above sum tends toward the
integral

∫ x2

x1
ρ(x)dx.

We sometimes call this a definite integral to emphasize that it's just a number. (As you can
guess, there are also indefinite integrals, about which more later.) The uppercase delta has
turned into a d indicating that dx is an infinitely small (or infinitesimal) width, and the
summation symbol (the uppercase sigma) has turned into an elongated S indicating that we
are adding infinitely many infinitesimal areas.
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Don't let the term "infinitesimal" scare you. An infinitesimal quantity means nothing by
itself. It is the combination of the integration symbol

∫
with the infinitesimal quantity dx

that makes sense as a limit, in which N grows above any number however large, dx (and
hence the area of each rectangle) shrinks below any (positive) number however small, while
the sum of the areas tends toward a well-defined, finite number.
4

Differential calculus: a very brief introduction

Another method by which we can obtain a well-defined, finite number from infinitesimal
quantities is to divide one such quantity by another.

We shall assume throughout that we are dealing with well-behaved functions, which means
that you can plot the graph of such a function without lifting up your pencil, and you can
do the same with each of the function's derivatives. So what is a function, and what is the
derivative of a function?

A function f(x) is a machine with an input and an output. Insert a number x and out pops
the number f(x). Rather confusingly, we sometimes think of f(x) not as a machine that
churns out numbers but as the number churned out when x is inserted.

Figure 71

The (first) derivative f ′(x) of f(x) is a function that tells us how much f(x) increases as x
increases (starting from a given value of x, say x0) in the limit in which both the increase
∆x in x and the corresponding increase ∆f = f(x+ ∆x)− f(x) in f(x) (which of course
may be negative) tend toward 0:

f ′(x0) = lim
∆x→0

∆f
∆x = df

dx
(x0).

The above diagrams illustrate this limit. The ratio ∆f/∆x is the slope of the straight line
through the black circles (that is, the tan of the angle between the positive x axis and the
straight line, measured counterclockwise from the positive x axis). As ∆x decreases, the
black circle at x+ ∆x slides along the graph of f(x) towards the black circle at x, and the
slope of the straight line through the circles increases. In the limit ∆x→ 0, the straight line

4 http://en.wikibooks.org/wiki/Category%3A
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becomes a tangent on the graph of f(x), touching it at x. The slope of the tangent on f(x)
at x0 is what we mean by the slope of f(x) at x0.

So the first derivative f ′(x) of f(x) is the function that equals the slope of f(x) for every x.
To differentiate a function f is to obtain its first derivative f ′. By differentiating f ′, we obtain
the second derivative f ′′ = d2f

dx2 of f, by differentiating f ′′ we obtain the third derivative
f ′′′ = d3f

dx3 , and so on.

It is readily shown that if a is a number and f and g are functions of x, then
d(af)
dx = a dfdx and d(f+g)

dx = df
dx + dg

dx .

A slightly more difficult problem is to differentiate the product e= fg of two functions of x.
Think of f and g as the vertical and horizontal sides of a rectangle of area e. As x increases
by ∆x, the product fg increases by the sum of the areas of the three white rectangles in
this diagram:

Figure 72

In other "words",

∆e= f(∆g) + (∆f)g+ (∆f)(∆g)

and thus

∆e
∆x = f

∆g
∆x + ∆f

∆x g+ ∆f∆g
∆x .

If we now take the limit in which ∆x and, hence, ∆f and ∆g tend toward 0, the first two
terms on the right-hand side tend toward fg′+f ′g. What about the third term? Because it
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is the product of an expression (either ∆f or ∆g) that tends toward 0 and an expression
(either ∆g/∆x or ∆f/∆x) that tends toward a finite number, it tends toward 0. The bottom
line:

e′ = (fg)′ = fg′+f ′g.

This is readily generalized to products of n functions. Here is a special case:

(fn)′ = fn−1 f ′+fn−2 f ′ f +fn−3 f ′ f2 + · · ·+f ′ fn−1 = nfn−1f ′.

Observe that there are n equal terms between the two equal signs. If the function f returns
whatever you insert, this boils down to

(xn)′ = nxn−1.

Now suppose that g is a function of f and f is a function of x. An increase in x by ∆x causes
an increase in f by ∆f ≈ df

dx∆x, and this in turn causes an increase in g by ∆g ≈ dg
df ∆f.

Thus ∆g
∆x ≈

dg
df

df
dx . In the limit ∆x→ 0 the ≈ becomes a = :

dg

dx
= dg

df

df

dx
.

We obtained (xn)′ = nxn−1 for integers n≥ 2. Obviously it also holds for n= 0 and n= 1.

1. Show that it also holds for negative integers n. Hint: Use the product rule to calculate
(xnx−n)′.

2. Show that (
√
x)′ = 1/(2

√
x). Hint: Use the product rule to calculate (

√
x
√
x)′.

3. Show that (xn)′ = nxn−1 also holds for n= 1/m where m is a natural number.
4. Show that this equation also holds if n is a rational number. Use dg

dx = dg
df

df
dx .

Since every real number is the limit of a sequence of rational numbers, we may now confidently
proceed on the assumption that (xn)′ = nxn−1 holds for all real numbers n.
5

Taylor series

A well-behaved function can be expanded into a power series. This means that for all
non-negative integers k there are real numbers ak such that

f(x) =
∞∑
k=0

akx
k = a0 +a1x+a2x

2 +a3x
3 +a4x

4 + · · ·

Let us calculate the first four derivatives using (xn)′ = nxn−1:

5 http://en.wikibooks.org/wiki/Category%3A
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f ′(x) = a1 + 2a2x+ 3a3x
2 + 4a4x

3 + 5a5x
4 + · · ·

f ′′(x) = 2a2 + 2 ·3a3x+ 3 ·4a4x
2 + 4 ·5a5x

3 + · · ·

f ′′′(x) = 2 ·3a3 + 2 ·3 ·4a4x+ 3 ·4 ·5a5x
2 + · · ·

f ′′′′(x) = 2 ·3 ·4a4 + 2 ·3 ·4 ·5a5x+ · · ·

Setting x equal to zero, we obtain

f(0) = a0, f ′(0) = a1, f ′′(0) = 2a2, f ′′′(0) = 2×3a3, f ′′′′(0) = 2×3×4a4.

Let us write f (n)(x) for the n-th derivative of f(x). We also write f (0)(x) = f(x) — think of
f(x) as the "zeroth derivative" of f(x). We thus arrive at the general result f (k)(0) = k!ak,
where the factorial k! is defined as equal to 1 for k = 0 and k = 1 and as the product of all
natural numbers n≤ k for k > 1. Expressing the coefficients ak in terms of the derivatives of
f(x) at x= 0, we obtain

f(x) =
∑∞
k=0

f (k)(0)
k! xk = f(0) +f ′(0)x+f ′′(0)x2

2! +f ′′′(0)x3

3! + · · ·

This is the Taylor series for f(x).

A remarkable result: if you know the value of a well-behaved function f(x) and the values
of all of its derivatives at the single point x= 0 then you know f(x) at all points x. Besides,
there is nothing special about x= 0, so f(x) is also determined by its value and the values
of its derivatives at any other point x0:

f(x) =
∑∞
k=0

f (k)(x0)
k! (x−x0)k.

6

The exponential function

We define the function exp(x) by requiring that

exp′(x) = exp(x) and exp(0) = 1.

The value of this function is everywhere equal to its slope. Differentiating the first defining
equation repeatedly we find that

exp(n)(x) = exp(n−1)(x) = · · ·= exp(x).

6 http://en.wikibooks.org/wiki/Category%3A
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The second defining equation now tells us that exp(k)(0) = 1 for all k. The result is a
particularly simple Taylor series:

exp(x) =
∑∞
k=0

xk

k! = 1 +x+ x2

2 + x3

6 + x4

24 + · · ·

Let us check that a well-behaved function satisfies the equation

f(a)f(b) = f(a+ b)

if and only if

f (i+k)(0) = f (i)(0)f (k)(0).

We will do this by expanding the f 's in powers of a and b and compare coefficents. We have

f(a)f(b) =
∞∑
i=0

∞∑
k=0

f (i)(0)f (k)(0)
i!k! ai bk,

and using the binomial expansion

(a+ b)i =
i∑
l=0

i!
(i− l)! l! a

i−l bl,

we also have that

f(a+ b) =
∞∑
i=0

f (i)(0)
i! (a+ b)i =

∞∑
i=0

i∑
l=0

f (i)(0)
(i− l)! l! a

i−l bl =
∞∑
i=0

∞∑
k=0

f (i+k)(0)
i!k! ai bk.

Voilà.

The function exp(x) obviously satisfies f (i+k)(0) = f (i)(0)f (k)(0) and hence f(a)f(b) =
f(a+ b).

So does the function f(x) = exp(ux).

Moreover, f (i+k)(0) = f (i)(0)f (k)(0) implies f (n)(0) = [f ′(0)]n.

We gather from this

• that the functions satisfying f(a)f(b) = f(a+ b) form a one-parameter family, the param-
eter being the real number f ′(0), and

• that the one-parameter family of functions exp(ux) satisfies f(a)f(b) = f(a+ b), the
parameter being the real number u.
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But f(x) = vx also defines a one-parameter family of functions that satisfies f(a)f(b) =
f(a+ b), the parameter being the positive number v.

Conclusion: for every real number u there is a positive number v (and vice versa) such that
vx = exp(ux).

One of the most important numbers is e, defined as the number v for which u= 1, that is:
ex = exp(x):

e= exp(1) =
∞∑
n=0

1
n! = 1 + 1 + 1

2 + 1
6 + · · ·= 2.7182818284590452353602874713526 . . .

The natural logarithm ln(x) is defined as the inverse of exp(x), so exp[ln(x)] = ln[exp(x)] = x.
Show that

d lnf(x)
dx

= 1
f(x)

df

dx
.

Hint: differentiate exp{ln[f(x)]}.
7

The indefinite integral

How do we add up infinitely many infinitesimal areas? This is elementary if we know a
function F (x) of which f(x) is the first derivative. If f(x) = dF

dx then dF (x) = f(x)dx and

∫ b

a
f(x)dx=

∫ b

a
dF (x) = F (b)−F (a).

All we have to do is to add up the infinitesimal amounts dF by which F (x) increases as x
increases from a to b, and this is simply the difference between F (b) and F (a).

A function F (x) of which f(x) is the first derivative is called an integral or antiderivative of
f(x). Because the integral of f(x) is determined only up to a constant, it is also known as
indefinite integral of f(x). Note that wherever f(x) is negative, the area between its graph
and the x axis counts as negative.

How do we calculate the integral I =
∫ b
a dxf(x) if we don't know any antiderivative of the

integrand f(x)? Generally we look up a table of integrals. Doing it ourselves calls for a
significant amount of skill. As an illustration, let us do the Gaussian integral

I =
∫ +∞

−∞
dxe−x

2/2.

7 http://en.wikibooks.org/wiki/Category%3A
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For this integral someone has discovered the following trick. (The trouble is that different
integrals generally require different tricks.) Start with the square of I:

I2 =
∫ +∞

−∞
dxe−x

2/2
∫ +∞

−∞
dy e−y

2/2 =
∫ +∞

−∞

∫ +∞

−∞
dxdy e−(x2+y2)/2.

This is an integral over the x−y plane. Instead of dividing this plane into infinitesimal
rectangles dxdy, we may divide it into concentric rings of radius r and infinitesimal width dr.
Since the area of such a ring is 2πrdr, we have that

I2 = 2π
∫ +∞

0
drre−r

2/2.

Now there is only one integration to be done. Next we make use of the fact that dr2

dr = 2r,
hence drr = d(r2/2), and we introduce the variable w = r2/2:

I2 = 2π
∫ +∞

0
d
(
r2/2

)
e−r

2/2 = 2π
∫ +∞

0
dwe−w.

Since we know that the antiderivative of e−w is −e−w, we also know that

∫ +∞

0
dwe−w = (−e−∞)− (−e−0) = 0 + 1 = 1.

Therefore I2 = 2π and

∫ +∞

−∞
dxe−x

2/2 =
√

2π.

Believe it or not, a significant fraction of the literature in theoretical physics concerns
variations and elaborations of this basic Gaussian integral.

One variation is obtained by substituting
√
ax for x:

∫ +∞

−∞
dxe−ax

2/2 =
√

2π/a.

Another variation is obtained by thinking of both sides of this equation as functions of a
and differentiating them with respect to a. The result is

∫ +∞

−∞
dxe−ax

2/2x2 =
√

2π/a3.

8
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Sine and cosine

We define the function cos(x) by requiring that

cos′′(x) =−cos(x), cos(0) = 1 and cos′(0) = 0.

If you sketch the graph of this function using only this information, you will notice that
wherever cos(x) is positive, its slope decreases as x increases (that is, its graph curves
downward), and wherever cos(x) is negative, its slope increases as x increases (that is, its
graph curves upward).

Differentiating the first defining equation repeatedly yields

cos(n+2)(x) =−cos(n)(x)

for all natural numbers n. Using the remaining defining equations, we find that cos(k)(0)
equals 1 for k = 0,4,8,12. . . , –1 for k = 2,6,10,14. . . , and 0 for odd k. This leads to the
following Taylor series:

cos(x) =
∞∑
n=0

(−1)nx2n

(2n)! = 1− x
2

2! + x4

4! −
x6

6! + . . . .

The function sin(x) is similarly defined by requiring that

sin′′(x) =−sin(x), sin(0) = 0, and sin′(0) = 1.

This leads to the Taylor series

sin(x) =
∞∑
n=0

(−1)nx2n+1

(2n+ 1)! = x− x
3

3! + x5

5! −
x7

7! + . . . .

9

7.2.2 Complex numbers

The natural numbers10 are used for counting. By subtracting natural numbers from natural
numbers, we can create integers11 that are not natural numbers. By dividing integers
by integers (other than zero) we can create rational numbers12 that are not integers. By
taking the square roots of positive rational numbers we can create real numbers13 that are

9 http://en.wikibooks.org/wiki/Category%3A
10 http://en.wikipedia.org/wiki/Natural%20number
11 http://en.wikipedia.org/wiki/Integers
12 http://en.wikipedia.org/wiki/Rational%20number
13 http://en.wikipedia.org/wiki/Real%20number
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irrational14. And by taking the square roots of negative numbers we can create complex
numbers15 that are imaginary16.

Any imaginary number is a real number multiplied by the positive square root of −1, for
which we have the symbol i= +

√
−1.

Every complex number z is the sum of a real number a (the real part17 of z) and an imaginary
number ib. Somewhat confusingly, the imaginary part18 of z is the real number b.

Because real numbers can be visualized as points on a line, they are also referred to as (or
thought of as constituting) the real line19. Because complex numbers can be visualized as
points in a plane, they are also referred to as (or thought of as constituting) the complex
plane20. This plane contains two axes, one horizontal (the real axis constituted by the real
numbers) and one vertical (the imaginary axis constituted by the imaginary numbers).

Do not be mislead by the whimsical tags "real" and "imaginary". No number is real in
the sense in which, say, apples are real. The real numbers are no less imaginary in the
ordinary sense than the imaginary numbers, and the imaginary numbers are no less real in
the mathematical sense than the real numbers. If you are not yet familiar with complex
numbers, it is because you don't need them for counting or measuring. You need them for
calculating the probabilities of measurement outcomes.

Figure 73

14 http://en.wikipedia.org/wiki/Irrational%20number
15 http://en.wikipedia.org/wiki/Complex%20number
16 http://en.wikipedia.org/wiki/Imaginary%20number
17 http://en.wikipedia.org/wiki/Real%20part
18 http://en.wikipedia.org/wiki/Imaginary%20part
19 http://en.wikipedia.org/wiki/Real%20line
20 http://en.wikipedia.org/wiki/Complex%20plane
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This diagram illustrates, among other things, the addition of complex numbers:

z1 +z2 = (a1 + ib1) + (a2 + ib2) = (a1 +a2) + i(b1 + b2).

As you can see, adding two complex numbers is done in the same way as adding two vectors21

(a,b) and (c,d) in a plane.

Instead of using rectangular coordinates specifying the real and imaginary parts of a complex
number, we may use polar coordinates specifying the absolute value or modulus r = |z| and
the complex argument or phase22 α, which is an angle measured in radians23. Here is how
these coordinates are related:

a= r cosα, b= r sinα, r = +
√
a2 + b2,

(Remember Pythagoras24?)

α=



arctan( ba) if a > 0
arctan( ba) +π if a < 0 and b≥ 0
arctan( ba)−π if a < 0 and b < 0
+π

2 if a= 0 and b > 0
−π

2 if a= 0 and b < 0

or α=
{

+arccos(ar ) if b≥ 0
−arccos(ar ) if b < 0

All you need to know to be able to multiply complex numbers is that i2 =−1:

z1z2 = (a1 + ib1)(a2 + ib2) = (a1a2− b1b2) + i(a1b2 + b1a2).

There is, however, an easier way to multiply complex numbers. Plugging the power series25

(or Taylor series26) for cos and sin,

cosx=
∞∑
k=0

(−1)k

(2k)! x
2k = 1− x

2

2! + x4

4! −
x6

6! + · · ·

sinx=
∞∑
k=0

(−1)k

(2k+ 1)!x
2k+1 = x− x

3

3! + x5

5! −
x7

7! + . . . ,

into the expression cosα+ isinα and rearranging terms, we obtain

21 http://en.wikipedia.org/wiki/Vector%20%28spatial%29%23Vector%20addition%20and%
20subtraction

22 http://mathworld.wolfram.com/ComplexNumber.html
23 http://en.wikipedia.org/wiki/Radian
24 http://en.wikipedia.org/wiki/Pythagorean%20theorem
25 http://en.wikipedia.org/wiki/Power%20series
26 http://en.wikipedia.org/wiki/Taylor%20series
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∞∑
k=0

(ix)k

k! = 1 + ix+ (ix)2

2! + (ix)3

3! + (ix)4

4! + (ix)5

5! + (ix)6

6! + (ix)7

7! + · · ·

But this is the power/Taylor series for the exponential function27 ey with y = ix! Hence
Euler's formula28

eiα = cosα+ isinα,

and this reduces multiplying two complex numbers to multiplying their absolute values and
adding their phases:

(z1)(z2) = r1e
iα1 r2e

iα2 = (r1r2)ei(α1+α2).

An extremely useful definition is the complex conjugate29 z∗ = a− ib of z = a+ ib. Among
other things, it allows us to calculate the absolute square |z|2 by calculating the product

zz∗ = (a+ ib)(a− ib) = a2 + b2.

1. Show that

cosx= eix+e−ix

2 and sinx= eix−e−ix

2i .

2. Arguably the five most important numbers are 0,1, i,π,e. Write down an equation
containing each of these numbers just once. (Answer?)30

31

7.2.3 Vectors (spatial)

A vector32 is a quantity that has both a magnitude and a direction. Vectors can be
visualized as arrows. The following figure shows what we mean by the components (ax,ay,az)
of a vector a.

27 http://en.wikipedia.org/wiki/Exponential%20function
28 http://en.wikipedia.org/wiki/Euler%27s%20formula
29 http://en.wikipedia.org/wiki/Complex%20conjugate
30 http://en.wikipedia.org/wiki/Euler%27s%20identity
31 http://en.wikibooks.org/wiki/Category%3A
32 http://en.wikipedia.org/wiki/Vector%20%28spatial%29
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Figure 74

The sum a +b of two vectors has the components (ax+ bx,ay + by,az + bz).

• Explain the addition of vectors in terms of arrows.

The dot product33 of two vectors is the number

a ·b = axbx+ayby +azbz.

Its importance arises from the fact that it is invariant under rotations34. To see this, we
calculate

(a +b) · (a +b) = (ax+ bx)2 + (ay + by)2 + (az + bz)2 =

a2
x+a2

y +a2
z + b2x+ b2y + b2z + 2(axbx+ayby +azbz) = a ·a +b ·b+ 2a ·b.

According to Pythagoras35, the magnitude of a is a=
√
a2
x+a2

y +a2
z. If we use a different

coordinate system, the components of a will be different: (ax,ay,az)→ (a′x,a′y,a′z). But

33 http://en.wikipedia.org/wiki/Dot%20product
34 http://en.wikipedia.org/wiki/Rotation%20%28mathematics%29
35 http://en.wikipedia.org/wiki/Pythagorean%20theorem

113

http://en.wikipedia.org/wiki/Dot%20product
http://en.wikipedia.org/wiki/Rotation%20%28mathematics%29
http://en.wikipedia.org/wiki/Pythagorean%20theorem


Appendix

if the new system of axes differs only by a rotation and/or translation36 of the axes, the
magnitude of a will remain the same:

√
a2
x+a2

y +a2
z =

√
(a′x)2 + (a′y)2 + (a′z)2.

The squared magnitudes a ·a, b ·b, and (a +b) · (a +b) are invariant under rotations, and
so, therefore, is the product a ·b.

• Show that the dot product is also invariant under translations.

Since by a scalar we mean a number that is invariant under certain transformations (in this
case rotations and/or translations of the coordinate axes), the dot product is also known as
(a) scalar product. Let us prove that

a ·b = abcosθ,

where θ is the angle between a and b. To do so, we pick a coordinate system F in which
a = (a,0,0). In this coordinate system a ·b = abx with bx = bcosθ. Since a ·b is a scalar, and
since scalars are invariant under rotations and translations, the result a ·b = abcosθ (which
makes no reference to any particular frame) holds in all frames that are rotated and/or
translated relative to F .

We now introduce the unit vectors x̂, ŷ, ẑ, whose directions are defined by the coordinate axes.
They are said to form an orthonormal basis. Ortho because they are mutually orthogonal:

x̂ · ŷ = x̂ · ẑ = ŷ · ẑ = 0.

Normal because they are unit vectors:

x̂ · x̂ = ŷ · ŷ = ẑ · ẑ = 1.

And basis because every vector v can be written as a linear combination37 of these three
vectors — that is, a sum in which each basis vector appears once, multiplied by the
corresponding component of v (which may be 0):

v = vxx̂+vyŷ+vzẑ.

It is readily seen that vx = x̂ ·v, vy = ŷ ·v, vz = ẑ ·v, which is why we have that

v = x̂ (x̂ ·v) + ŷ(ŷ ·v) + ẑ(ẑ ·v).

Another definition that is useful (albeit only in a 3-dimensional space) is the cross product38

of two vectors:

36 http://en.wikipedia.org/wiki/Translation%20%28geometry%29
37 http://en.wikipedia.org/wiki/Linear%20combination
38 http://en.wikipedia.org/wiki/Cross%20product
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a×b = (aybz−azby) x̂+ (azbx−axbz) ŷ+ (axby−aybx) ẑ.

• Show that the cross product is antisymmetric: a×b =−b×a.

As a consequence, a×a = 0.

• Show that a · (a×b) = b · (a×b) = 0.

Thus a×b is perpendicular to both a and b.

• Show that the magnitude of a×b equals absinα, where α is the angle between a and b.
Hint: use a coordinate system in which a = (a,0,0) and b = (bcosα,bsinα,0).

Since absinα is also the area A of the parallelogram P spanned by a and b, we can think
of a×b as a vector of magnitude A perpendicular to P. Since the cross product yields a
vector, it is also known as vector product.

(We save ourselves the trouble of showing that the cross product is invariant under translations
and rotations of the coordinate axes, as is required of a vector. Let us however note in
passing that if a and b are polar vectors, then a×b is an axial vector. Under a reflection
(for instance, the inversion of a coordinate axis) an ordinary (or polar) vector is invariant,
whereas an axial vector39 changes its sign.)

Here is a useful relation involving both scalar and vector products:

a× (b×c) = b(c ·a)− (a ·b)c.

40

7.2.4 Fields

As you will remember, a function is a machine that accepts a number and returns a number.
A field is a function that accepts the three coordinates of a point or the four coordinates of
a spacetime point and returns a scalar, a vector, or a tensor (either of the spatial variety or
of the 4-dimensional spacetime variety).

Gradient

Imagine a curve C in 3-dimensional space. If we label the points of this curve by some
parameter λ, then C can be represented by a 3-vector function r(λ). We are interested in
how much the value of a scalar field f(x,y,z) changes as we go from a point r(λ) of C to
the point r(λ+dλ) of C. By how much f changes will depend on how much the coordinates
(x,y,z) of r change, which are themselves functions of λ. The changes in the coordinates are
evidently given by

39 http://en.wikipedia.org/wiki/Pseudovector
40 http://en.wikibooks.org/wiki/Category%3A
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(∗) dx= dx

dλ
dλ, dy = dy

dλ
dλ, dz = dz

dλ
dλ,

while the change in f is a compound of three changes, one due to the change in x, one due
to the change in y, and one due to the change in z:

(∗∗) df = df

dx
dx+ df

dy
dy+ df

dz
dz.

The first term tells us by how much f changes as we go from (x,y,z) to (x+dx,y,z), the
second tells us by how much f changes as we go from (x,y,z) to (x,y+dy,z), and the third
tells us by how much f changes as we go from (x,y,z) to (x,y,z+dz).

Shouldn't we add the changes in f that occur as we go first from (x,y,z) to (x+dx,y,z), then
from (x+dx,y,z) to (x+dx,y+dy,z), and then from (x+dx,y+dy,z) to (x+dx,y+dy,z+dz)?
Let's calculate.

∂f(x+dx,y,z)
∂y

=
∂
[
f(x,y,z) + ∂f

∂xdx
]

∂y
= ∂f(x,y,z)

∂y
+ ∂2f

∂y∂x
dx.

If we take the limit dx→ 0 (as we mean to whenever we use dx), the last term vanishes.
Hence we may as well use ∂f(x,y,z)

∂y in place of ∂f(x+dx,y,z)
∂y . Plugging (*) into (**), we obtain

df =
(
∂f

∂x

dx

dλ
+ ∂f

∂y

dy

dλ
+ ∂f

∂z

dz

dλ

)
dλ.

Think of the expression in brackets as the dot product of two vectors:

• the gradient ∂f
∂r of the scalar field f, which is a vector field with components ∂f

∂x ,
∂f
∂y ,

∂f
∂z ,

• the vector dr
dλ , which is tangent on C.

If we think of λ as the time at which an object moving along C is at r(λ), then the magnitude
of dr

dλ is this object's speed.
∂
∂r is a differential operator that accepts a function f(r) and returns its gradient ∂f

∂r .

The gradient of f is another input-output device: pop in dr, and get the difference

∂f

∂r ·dr = df = f(r+dr)−f(r).

The differential operator ∂
∂r is also used in conjunction with the dot and cross products.

Curl

The curl of a vector field A is defined by
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curlA = ∂

∂r ×A =
(
∂Az
∂y
− ∂Ay

∂z

)
x̂+

(
∂Ax
∂z
− ∂Az

∂x

)
ŷ+

(
∂Ay
∂x
− ∂Ax

∂y

)
ẑ.

To see what this definition is good for, let us calculate the integral
∮

A ·dr over a closed
curve C. (An integral over a curve is called a line integral, and if the curve is closed it is
called a loop integral.) This integral is called the circulation of A along C (or around the
surface enclosed by C). Let's start with the boundary of an infinitesimal rectangle with
corners A= (0,0,0), B = (0,dy,0), C = (0,dy,dz), and D = (0,0,dz).

Figure 75

The contributions from the four sides are, respectively,

• AB : Ay(0,dy/2,0)dy,
• BC : Az(0,dy,dz/2)dz =

[
Az(0,0,dz/2) + ∂Az

∂y dy
]
dz,

• CD : −Ay(0,dy/2,dz)dy =−
[
Ay(0,dy/2,0) + ∂Ay

∂z dz
]
dy,

• DA : −Az(0,0,dz/2)dz.

These add up to

(∗∗∗)
[
∂Az
∂y
− ∂Ay

∂z

]
dydz = (curlA)x dydz.
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Figure 76

Let us represent this infinitesimal rectangle of area dydz (lying in the y-z plane) by a vector
dΣ whose magnitude equals dΣ = dydz, and which is perpendicular to the rectangle. (There
are two possible directions. The right-hand rule illustrated on the right indicates how the
direction of dΣ is related to the direction of circulation.) This allows us to write (***) as
a scalar (product) curlA · dΣ. Being a scalar, it it is invariant under rotations either of
the coordinate axes or of the infinitesimal rectangle. Hence if we cover a surface Σ with
infinitesimal rectangles and add up their circulations, we get

∫
Σ curlA ·dΣ.

Observe that the common sides of all neighboring rectangles are integrated over twice in
opposite directions. Their contributions cancel out and only the contributions from the
boundary ∂Σ of Σ survive.

The bottom line:
∮
∂Σ A ·dr =

∫
Σ curlA ·dΣ.
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Figure 77

This is Stokes' theorem. Note that the left-hand side depends solely on the boundary ∂Σ
of Σ. So, therefore, does the right-hand side. The value of the surface integral of the curl of
a vector field depends solely on the values of the vector field at the boundary of the surface
integrated over.

If the vector field A is the gradient of a scalar field f, and if C is a curve from A to b, then

∫
C
A ·dr =

∫
C
df = f(b)−f(A).

The line integral of a gradient thus is the same for all curves having identical end points. If
b = A then C is a loop and

∫
CA ·dr vanishes. By Stokes' theorem it follows that the curl of

a gradient vanishes identically:

∫
Σ

(
curl ∂f

∂r

)
·dΣ =

∮
∂Σ

∂f

∂r ·dr = 0.

Divergence

The divergence of a vector field A is defined by

divA = ∂

∂r ·A = ∂Ax
∂x

+ ∂Ay
∂y

+ ∂Az
∂z

.

To see what this definition is good for, consider an infinitesimal volume element d3r with
sides dx,dy,dz. Let us calculate the net (outward) flux of a vector field A through the
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surface of d3r. There are three pairs of opposite sides. The net flux through the surfaces
perpendicular to the x axis is

Ax(x+dx,y,z)dydz−Ax(x,y,z)dydz = ∂Ax
∂x

dxdydz.

It is obvious what the net flux through the remaining surfaces will be. The net flux of A
out of d3r thus equals

[
∂Ax
∂x

+ ∂Ay
∂y

+ ∂Az
∂z

]
dxdydz = divAd3r.

If we fill up a region R with infinitesimal parallelepipeds and add up their net outward
fluxes, we get

∫
RdivAd3r. Observe that the common sides of all neighboring parallelepipeds

are integrated over twice with opposite signs — the flux out of one equals the flux into the
other. Hence their contributions cancel out and only the contributions from the surface ∂R
of R survive. The bottom line:

∫
∂R

A ·dΣ =
∫
R
divAd3r.

This is Gauss' law. Note that the left-hand side depends solely on the boundary ∂R of R.
So, therefore, does the right-hand side. The value of the volume integral of the divergence of
a vector field depends solely on the values of the vector field at the boundary of the region
integrated over.

If Σ is a closed surface — and thus the boundary ∂R or a region of space R — then Σ itself
has no boundary (symbolically, ∂Σ = 0). Combining Stokes' theorem with Gauss' law we
have that

∮
∂∂R

A ·dr =
∫
∂R

curlA ·dΣ =
∫
R
div curlAd3r.

The left-hand side is an integral over the boundary of a boundary. But a boundary has no
boundary! The boundary of a boundary is zero: ∂∂ = 0. It follows, in particular, that the
right-hand side is zero. Thus not only the curl of a gradient but also the divergence of a
curl vanishes identically:

∂

∂r ×
∂f

∂r = 0, ∂

∂r ·
∂

∂r ×A = 0.

Some useful identities

dr×
(
∂

∂r ×A
)
∂

∂r(A ·dr)−
(
dr · ∂

∂r

)
A

∂

∂r ×
(
∂

∂r ×A
)

= ∂

∂r

(
∂

∂r ·A
)
−
(
∂

∂r ·
∂

∂r

)
A.
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7.3 The ABCs of relativity

See also the Wikibook Special relativity42 that contains an in-depth text on this subject.

7.3.1 The principle of relativity

If we use an inertial system43 (a.k.a. inertial coordinate system, inertial frame of reference,
or inertial reference frame), then the components x,y,z of the position of any freely moving
classical object ("point mass") change by equal amounts ∆x,∆y,∆z in equal time intervals ∆t.
Evidently, if F1 is an inertial frame then so is a reference frame F2 that is, relative to F1,

1. shifted ("translated") in space by any distance and/or in any direction,
2. translated in time by any interval,
3. rotated by any angle about any axis, and/or
4. moving with any constant velocity.

The principle of relativity states that all inertial systems are "created equal": the laws of
physics are the same as long as they are formulated with respect to an inertial frame —
no matter which. (Describing the same physical event or state of affairs using different
inertial systems is like saying the same thing in different languages.) The first three items
tell us that one inertial frame is as good as any other frame as long as the other frame
differs by a shift of the coordinate origin in space and/or time and/or by a rotation of the
spatial coordinate axes. What matters in physics are relative positions (the positions of
objects relative to each other), relative times (the times of events relative to each other), and
relative orientations (the orientations of objects relative to each other), inasmuch as these
are unaffected by translations in space and/or time and by rotations of the spatial axes. In
the physical world, there are no absolute positions, absolute times, or absolute orientations.

The fourth item tells us, in addition, that one inertial frame is as good as any other frame as
long as the two frames move with a constant velocity relative to each other. What matters
are relative velocities (the velocities of objects relative to each other), inasmuch as these are
unaffected by a coordinate boost — the switch from an inertial frame F to a frame moving
with a constant velocity relative to F . In the physical world, there are no absolute velocities
and, in particular, there is no absolute rest.

It stands to reason. For one thing, positions are properties of objects, not things that exist
even when they are not "occupied" or possessed. For another, the positions of objects are
defined relative to the positions of other objects. In a universe containing a single object,
there is no position that one could attribute to that object. By the same token, all physically
meaningful times are the times of physical events, and they too are relatively defined, as
the times between events. In a universe containing a single event, there is not time that one

41 http://en.wikibooks.org/wiki/Category%3A
42 http://en.wikibooks.org/wiki/Special%20relativity
43 http://en.wikipedia.org/wiki/Inertial%20frame%20of%20reference
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could attribute to that event. But if positions and times are relatively defined, then so are
velocities.

That there is no such thing as absolute rest has not always been as obvious as it should
have been. Two ideas were responsible for the erroneous notion that there is a special class
of inertial frames defining "rest" in an absolute sense: the idea that electromagnetic effects
are transmitted by waves, and the idea that these waves require a physical medium (dubbed
"ether") for their propagation. If there were such a medium, one could define absolute rest
as equivalent to being at rest with respect to it.
44

7.3.2 Lorentz transformations (general form)

We want to express the coordinates t and r = (x,y,z) of an inertial frame F1 in terms of the
coordinates t′ and r′ = (x′,y′,z′) of another inertial frame F2. We will assume that the two
frames meet the following conditions:

1. their spacetime coordinate origins coincide (t′=0,r′=0 mark the same spacetime
location as t=0,r=0),

2. their space axes are parallel, and
3. F2 moves with a constant velocity w relative to F1.

What we know at this point is that whatever moves with a constant velocity in F1 will do so
in F2. It follows that the transformation t,r→ t′,r′ maps straight lines in F1 onto straight
lines in F2. Coordinate lines of F1, in particular, will be mapped onto straight lines in F2.
This tells us that the dashed coordinates are linear combinations of the undashed ones,

t′ =At+B ·r, r′ = C r+ (D ·r)w+ t.

We also know that the transformation from F1 to F2 can only depend on w, so A, B, C, D,
and

arefunctionsof

w.Ourtaskistofindthesefunctions.Thereal−valuedfunctionsAand Cactuallycandependonlyonw=|w|=_-
+
√

w ·w, so A = a(w) and C = c(w). A vector function depending only on w must be
parallel (or antiparallel) to w, and its magnitude must be a function of w. We can therefore
write B = b(w)w, D = [d(w)/w2]w, and = e(w)w. (It will become clear in a moment why
the factor w−2 is included in the definition of D.) So,

t′ = a(w) t+ b(w)w ·r, r′ = c(w)r+d(w)w ·r
w2 w+e(w)w t.

Let's set r equal to wt. This implies that r′ = (c+ d+ e)wt. As we are looking at the
trajectory of an object at rest in F2, r′ must be constant. Hence,

c+d+e= 0.

44 http://en.wikibooks.org/wiki/Category%3A
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Let's write down the inverse transformation. Since F1 moves with velocity −w relative to
F2, it is

t= a(w) t′− b(w)w ·r′, r = c(w)r′+d(w)w ·r′

w2 w−e(w)w t′.

To make life easier for us, we now chose the space axes so that w = (w,0,0). Then the above
two (mutually inverse) transformations simplify to

t′ = at+ bwx, x′ = cx+dx+ewt, y′ = cy, z′ = cz,

t= at′− bwx′, x= cx′+dx′−ewt′, y = cy′, z = cz′.

Plugging the first transformation into the second, we obtain

t= a(at+ bwx)− bw(cx+dx+ewt) = (a2− bew2)t+ (abw− bcw− bdw)x,

x= c(cx+dx+ewt) +d(cx+dx+ewt)−ew(at+ bwx)

= (c2 + 2cd+d2− bew2)x+ (cew+dew−aew)t,

y = c2y,

z = c2z.

The first of these equations tells us that

a2− bew2 = 1 and abw− bcw− bdw = 0.

The second tells us that

c2 + 2cd+d2− bew2 = 1 and cew+dew−aew = 0.

Combining abw− bcw− bdw = 0 with c+d+e= 0 (and taking into account that w 6= 0), we
obtain b(a+e) = 0.

Using c+d+e= 0 to eliminate d, we obtain e2− bew2 = 1 and e(a+e) = 0.

Since the first of the last two equations implies that e 6= 0, we gather from the second that
e=−a.

y = c2y tells us that c2 = 1. c must, in fact, be equal to 1, since we have assumed that the
space axes of the two frames a parallel (rather than antiparallel).

With c= 1 and e=−a, c+d+e= 0 yields d= a−1. Upon solving e2− bew2 = 1 for b, we
are left with expressions for b,c,d, and e depending solely on a:

b= 1−a2

aw2 , c= 1, d= a−1, e=−a.

Quite an improvement!

To find the remaining function a(w), we consider a third inertial frame F3, which moves
with velocity v = (v,0,0) relative to F2. Combining the transformation from F1 to F2,
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t′ = a(w) t+ 1−a2(w)
a(w)w x, x′ = a(w)x−a(w)wt,

with the transformation from F2 to F3,

t′′ = a(v) t′+ 1−a2(v)
a(v)v x′, x′′ = a(v)x′−a(v)vt′,

we obtain the transformation from F1 to F3:

t′′ = a(v)
[
a(w) t+ 1−a2(w)

a(w)w x
]

+ 1−a2(v)
a(v)v

[
a(w)x−a(w)wt

]
=
[
a(v)a(w)− 1−a2(v)

a(v)v a(w)w
]

︸ ︷︷ ︸
?

t+
[
. . .
]
x,

x′′ = a(v)
[
a(w)x−a(w)wt

]
−a(v)v

[
a(w) t+ 1−a2(w)

a(w)w x
]

=
[
a(v)a(w)−a(v)v1−a2(w)

a(w)w

]
︸ ︷︷ ︸

??

x−
[
. . .
]
t.

The direct transformation from F1 to F3 must have the same form as the transformations
from F1 to F2 and from F2 to F3, namely

t′′ = a(u)︸︷︷︸
?

t+ 1−a2(u)
a(u)u x, x′′ = a(u)︸︷︷︸

??

x−a(u)ut,

where u is the speed of F3 relative to F1. Comparison of the coefficients marked with stars
yields two expressions for a(u), which of course must be equal:

a(v)a(w)− 1−a2(v)
a(v)v a(w)w = a(v)a(w)−a(v)v1−a2(w)

a(w)w .

It follows that
[
1−a2(v)

]
a2(w)w2 =

[
1−a2(w)

]
a2(v)v2, and this tells us that

K = 1−a2(w)
a2(w)w2 = 1−a2(v)

a2(v)v2

is a universal constant. Solving the first equality for a(w), we obtain

a(w) = 1/
√

1 +Kw2.

This allows us to cast the transformation

t′ = at+ bwx, x′ = cx+dx+ewt, y′ = cy, z′ = cz,
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into the form

t′ = t+Kwx√
1 +Kw2

, x′ = x−wt√
1 +Kw2

, y′ = y, z′ = z.

Trumpets, please! We have managed to reduce five unknown functions to a single constant.
45

7.3.3 Composition of velocities

In fact, there are only three physically distinct possibilities. (If K 6= 0, the magnitude of K
depends on the choice of units, and this tells us something about us rather than anything
about the physical world.)

The possibility K = 0 yields the Galilean transformations of Newtonian ("non-relativistic")
mechanics:

t′ = t, r′ = r−wt, u= v+w, ds= dt.

(The common practice of calling theories with this transformation law "non-relativistic" is
inappropriate, inasmuch as they too satisfy the principle of relativity.) In the remainder of
this section we assume that K 6= 0.

Suppose that object C moves with speed v relative to object B, and that this moves with
speed w relative to object A. If B and C move in the same direction, what is the speed u
of C relative to A? In the previous section we found that

a(u) = a(v)a(w)− 1−a2(v)
a(v)v a(w)w,

and that

K = 1−a2(v)
a2(v)v2 .

This allows us to write

a(u) = a(v)a(w)− 1−a2(v)
a2(v)v2 a(v)va(w)w = a(v)a(w)(1−Kvw).

Expressing a in terms of K and the respective velocities, we obtain

1√
1 +Ku2

= 1−Kvw√
1 +Kv2

√
1 +Kw2

,

45 http://en.wikibooks.org/wiki/Category%3A
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which implies that

1 +Ku2 = (1 +Kv2)(1 +Kw2)
(1−Kvw)2 .

We massage this into

Ku2 = (1 +Kv2)(1 +Kw2)− (1−Kvw)2

(1−Kvw)2 = K(v+w)2

(1−Kvw)2 ,

divide by K, and end up with:

u= v+w

1−Kvw.

Thus, unless K = 0, we don't get the speed of C relative to A by simply adding the speed
of C relative to B to the speed of B relative to A.

7.3.4 Proper time

Consider an infinitesimal segment dC of a spacetime path C. In F1 it has the components
(dt,dx,dy,dz), in F2 it has the components (dt′,dx′,dy′,dz′). Using the Lorentz transforma-
tion in its general form,

t′ = t+Kwx√
1 +Kw2

, x′ = x−wt√
1 +Kw2

, y′ = y, z′ = z,

it is readily shown that

(dt′)2 +Kdr′ ·dr′ = dt2 +Kdr ·dr.

We conclude that the expression

ds2 = dt2 +Kdr ·dr = dt2 +K(dx2 +dy2 +dz2)

is invariant under this transformation. It is also invariant under rotations of the spatial axes
(why?) and translations of the spacetime coordinate origin. This makes ds a 4-scalar.

What is the physical significance of ds?

A clock that travels along dC is at rest in any frame in which dC lacks spatial components.
In such a frame, ds2 = dt2. Hence ds is the time it takes to travel along dC as measured by
a clock that travels along dC. ds is the proper time (or proper duration) of dC. The proper
time (or proper duration) of a finite spacetime path C, accordingly, is

∫
C
ds=

∫
C

√
dt2 +Kdr ·dr =

∫
C
dt
√

1 +Kv2.
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7.3.5 An invariant speed

If K < 0, then there is a universal constant c≡ 1/
√
−K with the dimension of a velocity,

and we can cast u= v+w/(1−Kvw) into the form

u= v+w

1 +vw/c2 .

If we plug in v=w= c/2, then instead of the Galilean u= v+w= c, we have u= 4
5c < c.More

intriguingly, if object O moves with speed c relative to F2, and if F2 moves with speed w
relative to F1, then O moves with the same speed c relative to F1: (w+ c)/(1 +wc/c2) = c.
The speed of light c thus is an invariant speed: whatever travels with it in one inertial frame,
travels with the same speed in every inertial frame.

Starting from

ds2 = (dt′)2−dr′ ·dr′/c2 = dt2−dr ·dr/c2,

we arrive at the same conclusion: if O travels with c relative to F1, then it travels the distance
dr = cdt in the time dt. Therefore ds2 = dt2−dr2/c2 = 0. But then (dt′)2− (dr′)2/c2 = 0,
and this implies dr′ = cdt′. It follows that O travels with the same speed c relative to F2.

An invariant speed also exists if K = 0, but in this case it is infinite: whatever travels with
infinite speed in one inertial frame — it takes no time to get from one place to another —
does so in every inertial frame.

The existence of an invariant speed prevents objects from making U-turns in spacetime. If
K = 0, it obviously takes an infinite amount of energy to reach v =∞. Since an infinite
amount of energy isn't at our disposal, we cannot start vertically in a spacetime diagram
and then make a U-turn (that is, we cannot reach, let alone "exceed", a horizontal slope.
("Exceeding" a horizontal slope here means changing from a positive to a negative slope, or
from going forward to going backward in time.)

If K < 0, it takes an infinite amount of energy to reach even the finite speed of light. Imagine
you spent a finite amount of fuel accelerating from 0 to 0.1c. In the frame in which you are
now at rest, your speed is not a whit closer to the speed of light. And this remains true
no matter how many times you repeat the procedure. Thus no finite amount of energy can
make you reach, let alone "exceed", a slope equal to 1/c. ("Exceeding" a slope equal to 1/c
means attaining a smaller slope. As we will see, if we were to travel faster than light in any
one frame, then there would be frames in which we travel backward in time.)
46

7.3.6 The case against K > 0

In a hypothetical world with K > 0 we can define k ≡ 1/
√
K (a universal constant with the

dimension of a velocity), and we can cast u= v+w/(1−Kvw) into the form

46 http://en.wikibooks.org/wiki/Category%3A
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u= v+w

1−vw/k2 .

If we plug in v = w = k/2, then instead of the Galilean u= v+w = k we have u= 4
3k > k.

Worse, if we plug in v = w = k, we obtain u=∞: if object O travels with speed k relative
to F2, and if F2 travels with speed k relative to F1 (in the same direction), then O travels
with an infinite speed relative to F1! And if O travels with 2k relative to F2 and F2 travels
with 2k relative to F1, O's speed relative to F1 is negative: u=−4

3k.

If we use units in which K = k = 1, then the invariant proper time associated with an
infinitesimal path segment is related to the segment's inertial components via

ds2 = dt2 +dx2 +dy2 +dz2.

This is the 4-dimensional version of the 3-scalar dx2 +dy2 +dz2, which is invariant under
rotations in space. Hence if K is positive, the transformations between inertial systems are
rotations in spacetime. I guess you now see why in this hypothetical world the composition
of two positive speeds can be a negative speed.

Let us confirm this conclusion by deriving the composition theorem (for k=1) from the
assumption that the x′ and t′ axes are rotated relative to the x and t axes.

Figure 78
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The speed of an object O following the dotted line is w = cot(α+ ta) relative to F ′, the
speed of F ′ relative to F is v = tanα, and the speed of O relative to F is u= cotβ. Invoking
the trigonometric relation

tan(α+β) = tanα+ tanβ
1− tanαtanβ ,

we conclude that 1
w = v+1/u

1−v/u . Solving for u, we obtain u= v+w
1−vw .

How can we rule out the a priori possibility that K > 0? As shown in the body of the book,
the stability of matter — to be precise, the existence of stable objects that (i) have spatial
extent (they "occupy" space) and (ii) are composed of a finite number of objects that lack
spatial extent (they don't "occupy" space) — rests on the existence of relative positions that
are (a) more or less fuzzy and (b) independent of time. Such relative positions are described
by probability distributions that are (a) inhomogeneous in space and (b) homogeneous in
time. Their objective existence thus requires an objective difference between spactime's
temporal dimension and its spatial dimensions. This rules out the possibility that K > 0.

How? If K < 0, and if we use natural units, in which c= 1, we have that

ds2 = +dt2−dx2−dy2−dz2.

As far as physics is concerned, the difference between the positive sign in front of dt and the
negative signs in front of dx, dy, and dz is the only objective difference between time and
the spatial dimensions of spacetime. If K were positive, not even this difference would exist.

7.3.7 The case against zero K

And what argues against the possibility that K = 0?

Recall the propagator for a free and stable particle:

〈B|A〉=
∫
DCe−ibs[C].

If K were to vanish, we would have ds2 = dt2. There would be no difference between inertial
time and proper time, and every spacetime path leading from A to B would contribute the
same amplitude e−ib(tB−tA) to the propagator 〈B|A〉, which would be hopelessly divergent as
a result. Worse, 〈B|A〉 would be independent of the distance between A and B. To obtain
well-defined, finite probabilities, cancellations ("destructive interference") must occur, and
this rules out that K = 0.

7.3.8 The actual Lorentz transformations

In the real world, therefore, the Lorentz transformations take the form
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t′ = t−wx/c2√
1−w2/c2 , x′ = x−wt√

1−w2/c2 , y′ = y, z′ = z.

Let's explore them diagrammatically, using natural units (c= 1). Setting t′ = 0, we have
t=wx. This tells us that the slope of the x′ axis relative to the undashed frame is w= tanα.
Setting x′ = 0, we have t = x/w. This tells us that the slope of the t′ axis is 1/w. The
dashed axes are thus rotated by the same angle in opposite directions; if the t′ axis is rotated
clockwise relative to the t axis, then the x′ axis is rotated counterclockwise relative to the
x axis.

Figure 79

We arrive at the same conclusion if we think about the synchronization of clocks in motion.
Consider three clocks (1,2,3) that travel with the same speed w = tanα relative to F . To
synchronize them, we must send signals from one clock to another. What kind of signals? If
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we want our synchronization procedure to be independent of the language we use (that is,
independent of the reference frame), then we must use signals that travel with the invariant
speed c.

Here is how it's done:

Figure 80

Light signals are sent from clock 2 (event A) and are reflected by clocks 1 and 3 (events B
and C, respectively). The distances between the clocks are adjusted so that the reflected
signals arrive simultaneously at clock 2 (event D). This ensures that the distance between
clocks 1 and 2 equals the distance between clocks 2 and 3, regardless of the inertial frame
in which they are compared. In F ′, where the clocks are at rest, the signals from A have
traveled equal distances when they reach the first and the third clock, respectively. Since they
also have traveled with the same speed c, they have traveled for equal times. Therefore the
clocks must be synchronized so that B and C are simultaneous. We may use the worldline
of clock 1 as the t′ axis and the straight line through B and C as the x′ axis. It is readily
seen that the three angles ta in the above diagram are equal. From this and the fact that
the slope of the signal from B to D equals 1 (given that c=1), the equality of the two angles
α follows.

131



Appendix

Simultaneity thus depends on the language — the inertial frame — that we use to describe
a physical situation. If two events E1,E2 are simultaneous in one frame, then there are
frames in which E1 hapens after E2 as well as frames in which E1 hapens before E2.

Where do we place the unit points on the space and time axes? The unit point of the time
axis of F ′ has the coordinates t′ = 1,x′ = 0 and satisfies t2−x2 = 1, as we gather from the
version (t′)2− (x′)2 = t2−x2 of (\ref{ds2}). The unit point of the x′ axis has the coordinates
t′ = 0,x′ = 1 and satisfies x2− t2 = 1. The loci of the unit points of the space and time axes
are the hyperbolas that are defined by these equations:

Figure 81

47
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7.3.9 Lorentz contraction, time dilatation

Imagine a meter stick at rest in F ′. At the time t′ = 0, its ends are situated at the points O
and C. At the time t= 0, they are situated at the points O and A, which are less than a
meter apart. Now imagine a stick (not a meter stick) at rest in F , whose end points at the
time t′ = 0 are O and C. In F ′ they are a meter apart, but in the stick's rest-frame they
are at O and B and thus more than a meter apart. The bottom line: a moving object is
contracted (shortened) in the direction in which it is moving.

Figure 82

Next imagine two clocks, one (C) at rest in F and located at x= 0, and one (C′) at rest in F ′
and located at x′ = 0. At D, C′ indicates that one second has passed, while at E (which
in F is simultaneous with D), C indicates that more than a second has passed. On the other
hand, at F (which in F ′ is simultaneous with D), C indicates that less than a second has
passed. The bottom line: a moving clock runs slower than a clock at rest.

Example: Muons (µ particles) are created near the top of the atmosphere, some ten kilometers
up, when high-energy particles of cosmic origin hit the atmosphere. Since muons decay
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spontaneously after an average lifetime of 2.2 microseconds, they don't travel much farther
than 600 meters. Yet many are found at sea level. How do they get that far?

The answer lies in the fact that most of them travel at close to the speed of light. While
from its own point of view (that is, relative to the inertial system in which it is at rest), a
muon only lives for about 2 microseconds, from our point of view (that is, relative to an
inertial system in which it travels close to the speed of light), it lives much longer and has
enough time to reach the Earth's surface.
48

7.3.10 4-vectors

3-vectors are triplets of real numbers that transform under rotations like the coordinates
x,y,z. 4-vectors are quadruplets of real numbers that transform under Lorentz transforma-
tions like the coordinates of ~x= (ct,x,y,z).

You will remember that the scalar product of two 3-vectors is invariant under rotations of
the (spatial) coordinate axes; after all, this is why we call it a scalar. Similarly, the scalar
product of two 4-vectors ~a= (at,a) = (a0,a1,a2,a3) and ~b= (bt,b) = (b0, b1, b2, b3), defined
by

(~a,~b) = a0b0−a1b1−a2b2−a3b3,

is invariant under Lorentz transformations (as well as translations of the coordinate origin
and rotations of the spatial axes). To demonstrate this, we consider the sum of two 4-vectors
~c= ~a+~b and calculate

(~c,~c) = (~a+~b,~a+~b) = (~a,~a) + (~b,~b) + 2(~a,~b).

The products (~a,~a), (~b,~b), and (~c,~c) are invariant 4-scalars. But if they are invariant under
Lorentz transformations, then so is the scalar product (~a,~b).

One important 4-vector, apart from ~x, is the 4-velocity ~u = d~x
ds , which is tangent on the

worldline ~x(s). ~u is a 4-vector because ~x is one and because ds is a scalar (to be precise, a
4-scalar).

The norm or "magnitude" of a 4-vector ~a is defined as
√
|(~a,~a)|. It is readily shown that the

norm of ~u equals c (exercise!).

Thus if we use natural units, the 4-velocity is a unit vector.
49
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9 Licenses

9.1 GNU GENERAL PUBLIC LICENSE
Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc.
<http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed. Preamble

The GNU General Public License is a free, copyleft
license for software and other kinds of works.

The licenses for most software and other practi-
cal works are designed to take away your freedom
to share and change the works. By contrast, the
GNU General Public License is intended to guaran-
tee your freedom to share and change all versions
of a program–to make sure it remains free software
for all its users. We, the Free Software Foundation,
use the GNU General Public License for most of our
software; it applies also to any other work released
this way by its authors. You can apply it to your
programs, too.

When we speak of free software, we are referring
to freedom, not price. Our General Public Li-
censes are designed to make sure that you have
the freedom to distribute copies of free software
(and charge for them if you wish), that you receive
source code or can get it if you want it, that you
can change the software or use pieces of it in new
free programs, and that you know you can do these
things.

To protect your rights, we need to prevent others
from denying you these rights or asking you to sur-
render the rights. Therefore, you have certain re-
sponsibilities if you distribute copies of the soft-
ware, or if you modify it: responsibilities to respect
the freedom of others.

For example, if you distribute copies of such a pro-
gram, whether gratis or for a fee, you must pass
on to the recipients the same freedoms that you re-
ceived. You must make sure that they, too, receive
or can get the source code. And you must show
them these terms so they know their rights.

Developers that use the GNU GPL protect your
rights with two steps: (1) assert copyright on the
software, and (2) offer you this License giving you
legal permission to copy, distribute and/or modify
it.

For the developers’ and authors’ protection, the
GPL clearly explains that there is no warranty for
this free software. For both users’ and authors’
sake, the GPL requires that modified versions be
marked as changed, so that their problems will not
be attributed erroneously to authors of previous
versions.

Some devices are designed to deny users access to
install or run modified versions of the software in-
side them, although the manufacturer can do so.
This is fundamentally incompatible with the aim
of protecting users’ freedom to change the software.
The systematic pattern of such abuse occurs in the
area of products for individuals to use, which is
precisely where it is most unacceptable. Therefore,
we have designed this version of the GPL to pro-
hibit the practice for those products. If such prob-
lems arise substantially in other domains, we stand
ready to extend this provision to those domains in
future versions of the GPL, as needed to protect
the freedom of users.

Finally, every program is threatened constantly by
software patents. States should not allow patents
to restrict development and use of software on
general-purpose computers, but in those that do,
we wish to avoid the special danger that patents
applied to a free program could make it effectively
proprietary. To prevent this, the GPL assures that
patents cannot be used to render the program non-
free.

The precise terms and conditions for copying, dis-
tribution and modification follow. TERMS AND
CONDITIONS 0. Definitions.

“This License” refers to version 3 of the GNU Gen-
eral Public License.

“Copyright” also means copyright-like laws that ap-
ply to other kinds of works, such as semiconductor
masks.

“The Program” refers to any copyrightable work
licensed under this License. Each licensee is ad-
dressed as “you”. “Licensees” and “recipients” may
be individuals or organizations.

To “modify” a work means to copy from or adapt
all or part of the work in a fashion requiring copy-
right permission, other than the making of an exact
copy. The resulting work is called a “modified ver-
sion” of the earlier work or a work “based on” the
earlier work.

A “covered work” means either the unmodified Pro-
gram or a work based on the Program.

To “propagate” a work means to do anything with it
that, without permission, would make you directly
or secondarily liable for infringement under appli-
cable copyright law, except executing it on a com-
puter or modifying a private copy. Propagation in-
cludes copying, distribution (with or without mod-
ification), making available to the public, and in
some countries other activities as well.

To “convey” a work means any kind of propagation
that enables other parties to make or receive copies.
Mere interaction with a user through a computer

network, with no transfer of a copy, is not convey-
ing.

An interactive user interface displays “Appropriate
Legal Notices” to the extent that it includes a con-
venient and prominently visible feature that (1) dis-
plays an appropriate copyright notice, and (2) tells
the user that there is no warranty for the work (ex-
cept to the extent that warranties are provided),
that licensees may convey the work under this Li-
cense, and how to view a copy of this License. If
the interface presents a list of user commands or
options, such as a menu, a prominent item in the
list meets this criterion. 1. Source Code.

The “source code” for a work means the preferred
form of the work for making modifications to it.
“Object code” means any non-source form of a
work.

A “Standard Interface” means an interface that ei-
ther is an official standard defined by a recognized
standards body, or, in the case of interfaces spec-
ified for a particular programming language, one
that is widely used among developers working in
that language.

The “System Libraries” of an executable work in-
clude anything, other than the work as a whole,
that (a) is included in the normal form of packag-
ing a Major Component, but which is not part of
that Major Component, and (b) serves only to en-
able use of the work with that Major Component,
or to implement a Standard Interface for which an
implementation is available to the public in source
code form. A “Major Component”, in this context,
means a major essential component (kernel, window
system, and so on) of the specific operating system
(if any) on which the executable work runs, or a
compiler used to produce the work, or an object
code interpreter used to run it.

The “Corresponding Source” for a work in object
code form means all the source code needed to gen-
erate, install, and (for an executable work) run
the object code and to modify the work, including
scripts to control those activities. However, it does
not include the work’s System Libraries, or general-
purpose tools or generally available free programs
which are used unmodified in performing those ac-
tivities but which are not part of the work. For
example, Corresponding Source includes interface
definition files associated with source files for the
work, and the source code for shared libraries and
dynamically linked subprograms that the work is
specifically designed to require, such as by intimate
data communication or control flow between those
subprograms and other parts of the work.

The Corresponding Source need not include any-
thing that users can regenerate automatically from
other parts of the Corresponding Source.

The Corresponding Source for a work in source code
form is that same work. 2. Basic Permissions.

All rights granted under this License are granted
for the term of copyright on the Program, and are
irrevocable provided the stated conditions are met.
This License explicitly affirms your unlimited per-
mission to run the unmodified Program. The out-
put from running a covered work is covered by this
License only if the output, given its content, con-
stitutes a covered work. This License acknowledges
your rights of fair use or other equivalent, as pro-
vided by copyright law.

You may make, run and propagate covered works
that you do not convey, without conditions so long
as your license otherwise remains in force. You may
convey covered works to others for the sole purpose
of having them make modifications exclusively for
you, or provide you with facilities for running those
works, provided that you comply with the terms
of this License in conveying all material for which
you do not control copyright. Those thus making or
running the covered works for you must do so exclu-
sively on your behalf, under your direction and con-
trol, on terms that prohibit them from making any
copies of your copyrighted material outside their
relationship with you.

Conveying under any other circumstances is permit-
ted solely under the conditions stated below. Subli-
censing is not allowed; section 10 makes it unneces-
sary. 3. Protecting Users’ Legal Rights From Anti-
Circumvention Law.

No covered work shall be deemed part of an effec-
tive technological measure under any applicable law
fulfilling obligations under article 11 of the WIPO
copyright treaty adopted on 20 December 1996, or
similar laws prohibiting or restricting circumven-
tion of such measures.

When you convey a covered work, you waive any
legal power to forbid circumvention of technologi-
cal measures to the extent such circumvention is ef-
fected by exercising rights under this License with
respect to the covered work, and you disclaim any
intention to limit operation or modification of the
work as a means of enforcing, against the work’s
users, your or third parties’ legal rights to forbid
circumvention of technological measures. 4. Con-
veying Verbatim Copies.

You may convey verbatim copies of the Program’s
source code as you receive it, in any medium, pro-
vided that you conspicuously and appropriately
publish on each copy an appropriate copyright no-
tice; keep intact all notices stating that this License
and any non-permissive terms added in accord with
section 7 apply to the code; keep intact all notices
of the absence of any warranty; and give all recipi-
ents a copy of this License along with the Program.

You may charge any price or no price for each copy
that you convey, and you may offer support or war-
ranty protection for a fee. 5. Conveying Modified
Source Versions.

You may convey a work based on the Program, or
the modifications to produce it from the Program,
in the form of source code under the terms of sec-
tion 4, provided that you also meet all of these con-
ditions:

* a) The work must carry prominent notices stating
that you modified it, and giving a relevant date. *
b) The work must carry prominent notices stating
that it is released under this License and any con-
ditions added under section 7. This requirement
modifies the requirement in section 4 to “keep in-
tact all notices”. * c) You must license the entire
work, as a whole, under this License to anyone who
comes into possession of a copy. This License will
therefore apply, along with any applicable section 7
additional terms, to the whole of the work, and all
its parts, regardless of how they are packaged. This
License gives no permission to license the work in
any other way, but it does not invalidate such per-
mission if you have separately received it. * d) If
the work has interactive user interfaces, each must
display Appropriate Legal Notices; however, if the
Program has interactive interfaces that do not dis-
play Appropriate Legal Notices, your work need not
make them do so.

A compilation of a covered work with other sepa-
rate and independent works, which are not by their
nature extensions of the covered work, and which
are not combined with it such as to form a larger
program, in or on a volume of a storage or distri-
bution medium, is called an “aggregate” if the com-
pilation and its resulting copyright are not used to
limit the access or legal rights of the compilation’s
users beyond what the individual works permit. In-
clusion of a covered work in an aggregate does not
cause this License to apply to the other parts of the
aggregate. 6. Conveying Non-Source Forms.

You may convey a covered work in object code form
under the terms of sections 4 and 5, provided that
you also convey the machine-readable Correspond-
ing Source under the terms of this License, in one
of these ways:

* a) Convey the object code in, or embodied in,
a physical product (including a physical distribu-
tion medium), accompanied by the Corresponding
Source fixed on a durable physical medium custom-
arily used for software interchange. * b) Convey the
object code in, or embodied in, a physical product
(including a physical distribution medium), accom-
panied by a written offer, valid for at least three
years and valid for as long as you offer spare parts
or customer support for that product model, to
give anyone who possesses the object code either
(1) a copy of the Corresponding Source for all the
software in the product that is covered by this Li-
cense, on a durable physical medium customarily
used for software interchange, for a price no more
than your reasonable cost of physically performing
this conveying of source, or (2) access to copy the
Corresponding Source from a network server at no
charge. * c) Convey individual copies of the object
code with a copy of the written offer to provide
the Corresponding Source. This alternative is al-
lowed only occasionally and noncommercially, and
only if you received the object code with such an of-
fer, in accord with subsection 6b. * d) Convey the
object code by offering access from a designated
place (gratis or for a charge), and offer equivalent
access to the Corresponding Source in the same way
through the same place at no further charge. You
need not require recipients to copy the Correspond-
ing Source along with the object code. If the place
to copy the object code is a network server, the Cor-
responding Source may be on a different server (op-
erated by you or a third party) that supports equiv-
alent copying facilities, provided you maintain clear
directions next to the object code saying where to
find the Corresponding Source. Regardless of what
server hosts the Corresponding Source, you remain
obligated to ensure that it is available for as long
as needed to satisfy these requirements. * e) Con-
vey the object code using peer-to-peer transmission,
provided you inform other peers where the object
code and Corresponding Source of the work are be-
ing offered to the general public at no charge under
subsection 6d.

A separable portion of the object code, whose
source code is excluded from the Corresponding
Source as a System Library, need not be included
in conveying the object code work.

A “User Product” is either (1) a “consumer prod-
uct”, which means any tangible personal property
which is normally used for personal, family, or
household purposes, or (2) anything designed or
sold for incorporation into a dwelling. In deter-
mining whether a product is a consumer product,
doubtful cases shall be resolved in favor of cover-
age. For a particular product received by a par-
ticular user, “normally used” refers to a typical or
common use of that class of product, regardless of
the status of the particular user or of the way in
which the particular user actually uses, or expects
or is expected to use, the product. A product is a
consumer product regardless of whether the prod-
uct has substantial commercial, industrial or non-
consumer uses, unless such uses represent the only
significant mode of use of the product.

“Installation Information” for a User Product
means any methods, procedures, authorization
keys, or other information required to install and
execute modified versions of a covered work in that
User Product from a modified version of its Corre-
sponding Source. The information must suffice to
ensure that the continued functioning of the modi-
fied object code is in no case prevented or interfered
with solely because modification has been made.

If you convey an object code work under this sec-
tion in, or with, or specifically for use in, a User
Product, and the conveying occurs as part of a
transaction in which the right of possession and
use of the User Product is transferred to the re-
cipient in perpetuity or for a fixed term (regard-
less of how the transaction is characterized), the
Corresponding Source conveyed under this section
must be accompanied by the Installation Informa-
tion. But this requirement does not apply if neither
you nor any third party retains the ability to install
modified object code on the User Product (for ex-
ample, the work has been installed in ROM).

The requirement to provide Installation Informa-
tion does not include a requirement to continue to
provide support service, warranty, or updates for a
work that has been modified or installed by the re-
cipient, or for the User Product in which it has been
modified or installed. Access to a network may be
denied when the modification itself materially and
adversely affects the operation of the network or
violates the rules and protocols for communication
across the network.

Corresponding Source conveyed, and Installation
Information provided, in accord with this section
must be in a format that is publicly documented
(and with an implementation available to the public
in source code form), and must require no special
password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement
the terms of this License by making exceptions from
one or more of its conditions. Additional permis-
sions that are applicable to the entire Program
shall be treated as though they were included in
this License, to the extent that they are valid un-
der applicable law. If additional permissions apply
only to part of the Program, that part may be used
separately under those permissions, but the entire
Program remains governed by this License without
regard to the additional permissions.

When you convey a copy of a covered work, you may
at your option remove any additional permissions
from that copy, or from any part of it. (Additional
permissions may be written to require their own re-
moval in certain cases when you modify the work.)
You may place additional permissions on material,
added by you to a covered work, for which you have
or can give appropriate copyright permission.

Notwithstanding any other provision of this Li-
cense, for material you add to a covered work, you
may (if authorized by the copyright holders of that
material) supplement the terms of this License with
terms:

* a) Disclaiming warranty or limiting liability dif-
ferently from the terms of sections 15 and 16 of this
License; or * b) Requiring preservation of specified
reasonable legal notices or author attributions in
that material or in the Appropriate Legal Notices
displayed by works containing it; or * c) Prohibit-
ing misrepresentation of the origin of that material,
or requiring that modified versions of such material
be marked in reasonable ways as different from the
original version; or * d) Limiting the use for pub-
licity purposes of names of licensors or authors of
the material; or * e) Declining to grant rights under
trademark law for use of some trade names, trade-
marks, or service marks; or * f) Requiring indem-
nification of licensors and authors of that material
by anyone who conveys the material (or modified
versions of it) with contractual assumptions of lia-
bility to the recipient, for any liability that these
contractual assumptions directly impose on those
licensors and authors.

All other non-permissive additional terms are con-
sidered “further restrictions” within the meaning of
section 10. If the Program as you received it, or any
part of it, contains a notice stating that it is gov-
erned by this License along with a term that is a
further restriction, you may remove that term. If a
license document contains a further restriction but
permits relicensing or conveying under this License,
you may add to a covered work material governed
by the terms of that license document, provided
that the further restriction does not survive such
relicensing or conveying.

If you add terms to a covered work in accord with
this section, you must place, in the relevant source
files, a statement of the additional terms that ap-
ply to those files, or a notice indicating where to
find the applicable terms.

Additional terms, permissive or non-permissive,
may be stated in the form of a separately written
license, or stated as exceptions; the above require-
ments apply either way. 8. Termination.

You may not propagate or modify a covered work
except as expressly provided under this License.
Any attempt otherwise to propagate or modify it is
void, and will automatically terminate your rights
under this License (including any patent licenses
granted under the third paragraph of section 11).

However, if you cease all violation of this License,
then your license from a particular copyright holder
is reinstated (a) provisionally, unless and until the
copyright holder explicitly and finally terminates
your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some
reasonable means prior to 60 days after the cessa-
tion.

Moreover, your license from a particular copyright
holder is reinstated permanently if the copyright
holder notifies you of the violation by some reason-
able means, this is the first time you have received
notice of violation of this License (for any work)
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from that copyright holder, and you cure the vi-
olation prior to 30 days after your receipt of the
notice.

Termination of your rights under this section does
not terminate the licenses of parties who have re-
ceived copies or rights from you under this License.
If your rights have been terminated and not perma-
nently reinstated, you do not qualify to receive new
licenses for the same material under section 10. 9.
Acceptance Not Required for Having Copies.

You are not required to accept this License in or-
der to receive or run a copy of the Program. Ancil-
lary propagation of a covered work occurring solely
as a consequence of using peer-to-peer transmission
to receive a copy likewise does not require accep-
tance. However, nothing other than this License
grants you permission to propagate or modify any
covered work. These actions infringe copyright if
you do not accept this License. Therefore, by mod-
ifying or propagating a covered work, you indicate
your acceptance of this License to do so. 10. Auto-
matic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient
automatically receives a license from the original
licensors, to run, modify and propagate that work,
subject to this License. You are not responsible
for enforcing compliance by third parties with this
License.

An “entity transaction” is a transaction transfer-
ring control of an organization, or substantially all
assets of one, or subdividing an organization, or
merging organizations. If propagation of a cov-
ered work results from an entity transaction, each
party to that transaction who receives a copy of the
work also receives whatever licenses to the work the
party’s predecessor in interest had or could give un-
der the previous paragraph, plus a right to posses-
sion of the Corresponding Source of the work from
the predecessor in interest, if the predecessor has it
or can get it with reasonable efforts.

You may not impose any further restrictions on the
exercise of the rights granted or affirmed under this
License. For example, you may not impose a license
fee, royalty, or other charge for exercise of rights
granted under this License, and you may not ini-
tiate litigation (including a cross-claim or counter-
claim in a lawsuit) alleging that any patent claim
is infringed by making, using, selling, offering for
sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who autho-
rizes use under this License of the Program or a
work on which the Program is based. The work
thus licensed is called the contributor’s “contribu-
tor version”.

A contributor’s “essential patent claims” are all
patent claims owned or controlled by the contribu-
tor, whether already acquired or hereafter acquired,
that would be infringed by some manner, permit-
ted by this License, of making, using, or selling its
contributor version, but do not include claims that
would be infringed only as a consequence of further
modification of the contributor version. For pur-
poses of this definition, “control” includes the right
to grant patent sublicenses in a manner consistent
with the requirements of this License.

Each contributor grants you a non-exclusive, world-
wide, royalty-free patent license under the contrib-
utor’s essential patent claims, to make, use, sell, of-
fer for sale, import and otherwise run, modify and
propagate the contents of its contributor version.

In the following three paragraphs, a “patent li-
cense” is any express agreement or commitment,
however denominated, not to enforce a patent (such
as an express permission to practice a patent or
covenant not to sue for patent infringement). To
“grant” such a patent license to a party means to
make such an agreement or commitment not to en-
force a patent against the party.

If you convey a covered work, knowingly relying
on a patent license, and the Corresponding Source
of the work is not available for anyone to copy,
free of charge and under the terms of this License,
through a publicly available network server or other
readily accessible means, then you must either (1)
cause the Corresponding Source to be so available,
or (2) arrange to deprive yourself of the benefit
of the patent license for this particular work, or
(3) arrange, in a manner consistent with the re-
quirements of this License, to extend the patent
license to downstream recipients. “Knowingly re-
lying” means you have actual knowledge that, but
for the patent license, your conveying the covered
work in a country, or your recipient’s use of the cov-
ered work in a country, would infringe one or more
identifiable patents in that country that you have
reason to believe are valid.

If, pursuant to or in connection with a single trans-
action or arrangement, you convey, or propagate
by procuring conveyance of, a covered work, and
grant a patent license to some of the parties re-
ceiving the covered work authorizing them to use,
propagate, modify or convey a specific copy of the
covered work, then the patent license you grant is
automatically extended to all recipients of the cov-
ered work and works based on it.

A patent license is “discriminatory” if it does not in-
clude within the scope of its coverage, prohibits the
exercise of, or is conditioned on the non-exercise
of one or more of the rights that are specifically
granted under this License. You may not convey a
covered work if you are a party to an arrangement
with a third party that is in the business of dis-
tributing software, under which you make payment
to the third party based on the extent of your ac-
tivity of conveying the work, and under which the
third party grants, to any of the parties who would
receive the covered work from you, a discrimina-
tory patent license (a) in connection with copies
of the covered work conveyed by you (or copies
made from those copies), or (b) primarily for and in
connection with specific products or compilations
that contain the covered work, unless you entered
into that arrangement, or that patent license was
granted, prior to 28 March 2007.

Nothing in this License shall be construed as ex-
cluding or limiting any implied license or other de-
fenses to infringement that may otherwise be avail-
able to you under applicable patent law. 12. No
Surrender of Others’ Freedom.

If conditions are imposed on you (whether by court
order, agreement or otherwise) that contradict the
conditions of this License, they do not excuse you
from the conditions of this License. If you cannot
convey a covered work so as to satisfy simultane-
ously your obligations under this License and any
other pertinent obligations, then as a consequence
you may not convey it at all. For example, if you
agree to terms that obligate you to collect a roy-
alty for further conveying from those to whom you
convey the Program, the only way you could satisfy
both those terms and this License would be to re-
frain entirely from conveying the Program. 13. Use
with the GNU Affero General Public License.

Notwithstanding any other provision of this Li-
cense, you have permission to link or combine any
covered work with a work licensed under version
3 of the GNU Affero General Public License into
a single combined work, and to convey the result-
ing work. The terms of this License will continue
to apply to the part which is the covered work, but
the special requirements of the GNU Affero General
Public License, section 13, concerning interaction
through a network will apply to the combination
as such. 14. Revised Versions of this License.

The Free Software Foundation may publish revised
and/or new versions of the GNU General Public Li-
cense from time to time. Such new versions will be
similar in spirit to the present version, but may dif-
fer in detail to address new problems or concerns.

Each version is given a distinguishing version num-
ber. If the Program specifies that a certain num-
bered version of the GNU General Public License
“or any later version” applies to it, you have the
option of following the terms and conditions either
of that numbered version or of any later version
published by the Free Software Foundation. If the
Program does not specify a version number of the
GNU General Public License, you may choose any
version ever published by the Free Software Foun-
dation.

If the Program specifies that a proxy can decide
which future versions of the GNU General Public
License can be used, that proxy’s public statement
of acceptance of a version permanently authorizes
you to choose that version for the Program.

Later license versions may give you additional or
different permissions. However, no additional obli-
gations are imposed on any author or copyright
holder as a result of your choosing to follow a later
version. 15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PRO-
GRAM, TO THE EXTENT PERMITTED BY AP-
PLICABLE LAW. EXCEPT WHEN OTHERWISE
STATED IN WRITING THE COPYRIGHT HOLD-
ERS AND/OR OTHER PARTIES PROVIDE THE
PROGRAM “AS IS” WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESSED OR IMPLIED,
INCLUDING, BUT NOT LIMITED TO, THE IM-
PLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE.
THE ENTIRE RISK AS TO THE QUALITY AND
PERFORMANCE OF THE PROGRAM IS WITH
YOU. SHOULD THE PROGRAM PROVE DEFEC-
TIVE, YOU ASSUME THE COST OF ALL NECES-
SARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLI-
CABLE LAW OR AGREED TO IN WRITING
WILL ANY COPYRIGHT HOLDER, OR ANY
OTHER PARTY WHO MODIFIES AND/OR CON-
VEYS THE PROGRAM AS PERMITTED ABOVE,
BE LIABLE TO YOU FOR DAMAGES, IN-
CLUDING ANY GENERAL, SPECIAL, INCIDEN-
TAL OR CONSEQUENTIAL DAMAGES ARISING
OUT OF THE USE OR INABILITY TO USE
THE PROGRAM (INCLUDING BUT NOT LIM-
ITED TO LOSS OF DATA OR DATA BEING REN-
DERED INACCURATE OR LOSSES SUSTAINED
BY YOU OR THIRD PARTIES OR A FAILURE
OF THE PROGRAM TO OPERATE WITH ANY
OTHER PROGRAMS), EVEN IF SUCH HOLDER
OR OTHER PARTY HAS BEEN ADVISED OF
THE POSSIBILITY OF SUCH DAMAGES. 17. In-
terpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of lia-
bility provided above cannot be given local legal ef-

fect according to their terms, reviewing courts shall
apply local law that most closely approximates an
absolute waiver of all civil liability in connection
with the Program, unless a warranty or assumption
of liability accompanies a copy of the Program in
return for a fee.

END OF TERMS AND CONDITIONS How to Ap-
ply These Terms to Your New Programs

If you develop a new program, and you want it to
be of the greatest possible use to the public, the
best way to achieve this is to make it free software
which everyone can redistribute and change under
these terms.

To do so, attach the following notices to the pro-
gram. It is safest to attach them to the start of
each source file to most effectively state the exclu-
sion of warranty; and each file should have at least
the “copyright” line and a pointer to where the full
notice is found.

<one line to give the program’s name and a brief
idea of what it does.> Copyright (C) <year>
<name of author>

This program is free software: you can redistribute
it and/or modify it under the terms of the GNU
General Public License as published by the Free
Software Foundation, either version 3 of the Li-
cense, or (at your option) any later version.

This program is distributed in the hope that
it will be useful, but WITHOUT ANY WAR-
RANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PAR-
TICULAR PURPOSE. See the GNU General Public
License for more details.

You should have received a copy of the GNU Gen-
eral Public License along with this program. If not,
see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by elec-
tronic and paper mail.

If the program does terminal interaction, make it
output a short notice like this when it starts in an
interactive mode:

<program> Copyright (C) <year> <name of au-
thor> This program comes with ABSOLUTELY
NO WARRANTY; for details type ‘show w’. This is
free software, and you are welcome to redistribute it
under certain conditions; type ‘show c’ for details.

The hypothetical commands ‘show w’ and ‘show c’
should show the appropriate parts of the General
Public License. Of course, your program’s com-
mands might be different; for a GUI interface, you
would use an “about box”.

You should also get your employer (if you work
as a programmer) or school, if any, to sign a
“copyright disclaimer” for the program, if nec-
essary. For more information on this, and
how to apply and follow the GNU GPL, see
<http://www.gnu.org/licenses/>.

The GNU General Public License does not permit
incorporating your program into proprietary pro-
grams. If your program is a subroutine library, you
may consider it more useful to permit linking pro-
prietary applications with the library. If this is
what you want to do, use the GNU Lesser General
Public License instead of this License. But first,
please read <http://www.gnu.org/philosophy/why-
not-lgpl.html>.

9.2 GNU Free Documentation License
Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Soft-
ware Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed. 0. PREAMBLE

The purpose of this License is to make a manual,
textbook, or other functional and useful document
"free" in the sense of freedom: to assure everyone
the effective freedom to copy and redistribute it,
with or without modifying it, either commercially
or noncommercially. Secondarily, this License pre-
serves for the author and publisher a way to get
credit for their work, while not being considered
responsible for modifications made by others.

This License is a kind of "copyleft", which means
that derivative works of the document must them-
selves be free in the same sense. It complements
the GNU General Public License, which is a copy-
left license designed for free software.

We have designed this License in order to use it
for manuals for free software, because free software
needs free documentation: a free program should
come with manuals providing the same freedoms
that the software does. But this License is not lim-
ited to software manuals; it can be used for any tex-
tual work, regardless of subject matter or whether
it is published as a printed book. We recommend
this License principally for works whose purpose is
instruction or reference. 1. APPLICABILITY AND
DEFINITIONS

This License applies to any manual or other work,
in any medium, that contains a notice placed by the
copyright holder saying it can be distributed under
the terms of this License. Such a notice grants a
world-wide, royalty-free license, unlimited in dura-
tion, to use that work under the conditions stated
herein. The "Document", below, refers to any such
manual or work. Any member of the public is a li-
censee, and is addressed as "you". You accept the
license if you copy, modify or distribute the work
in a way requiring permission under copyright law.

A "Modified Version" of the Document means any
work containing the Document or a portion of it, ei-
ther copied verbatim, or with modifications and/or
translated into another language.

A "Secondary Section" is a named appendix or a
front-matter section of the Document that deals ex-
clusively with the relationship of the publishers or

authors of the Document to the Document’s overall
subject (or to related matters) and contains noth-
ing that could fall directly within that overall sub-
ject. (Thus, if the Document is in part a textbook
of mathematics, a Secondary Section may not ex-
plain any mathematics.) The relationship could be
a matter of historical connection with the subject
or with related matters, or of legal, commercial,
philosophical, ethical or political position regard-
ing them.

The "Invariant Sections" are certain Secondary Sec-
tions whose titles are designated, as being those of
Invariant Sections, in the notice that says that the
Document is released under this License. If a sec-
tion does not fit the above definition of Secondary
then it is not allowed to be designated as Invariant.
The Document may contain zero Invariant Sections.
If the Document does not identify any Invariant
Sections then there are none.

The "Cover Texts" are certain short passages of text
that are listed, as Front-Cover Texts or Back-Cover
Texts, in the notice that says that the Document is
released under this License. A Front-Cover Text
may be at most 5 words, and a Back-Cover Text
may be at most 25 words.

A "Transparent" copy of the Document means a
machine-readable copy, represented in a format
whose specification is available to the general pub-
lic, that is suitable for revising the document
straightforwardly with generic text editors or (for
images composed of pixels) generic paint programs
or (for drawings) some widely available drawing ed-
itor, and that is suitable for input to text format-
ters or for automatic translation to a variety of for-
mats suitable for input to text formatters. A copy
made in an otherwise Transparent file format whose
markup, or absence of markup, has been arranged
to thwart or discourage subsequent modification by
readers is not Transparent. An image format is not
Transparent if used for any substantial amount of
text. A copy that is not "Transparent" is called
"Opaque".

Examples of suitable formats for Transparent
copies include plain ASCII without markup, Tex-
info input format, LaTeX input format, SGML or
XML using a publicly available DTD, and standard-
conforming simple HTML, PostScript or PDF de-
signed for human modification. Examples of trans-
parent image formats include PNG, XCF and JPG.
Opaque formats include proprietary formats that
can be read and edited only by proprietary word
processors, SGML or XML for which the DTD
and/or processing tools are not generally available,
and the machine-generated HTML, PostScript or

PDF produced by some word processors for output
purposes only.

The "Title Page" means, for a printed book, the
title page itself, plus such following pages as are
needed to hold, legibly, the material this License
requires to appear in the title page. For works in
formats which do not have any title page as such,
"Title Page" means the text near the most promi-
nent appearance of the work’s title, preceding the
beginning of the body of the text.

The "publisher" means any person or entity that
distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit
of the Document whose title either is precisely XYZ
or contains XYZ in parentheses following text that
translates XYZ in another language. (Here XYZ
stands for a specific section name mentioned below,
such as "Acknowledgements", "Dedications", "En-
dorsements", or "History".) To "Preserve the Title"
of such a section when you modify the Document
means that it remains a section "Entitled XYZ" ac-
cording to this definition.

The Document may include Warranty Disclaimers
next to the notice which states that this License
applies to the Document. These Warranty Dis-
claimers are considered to be included by reference
in this License, but only as regards disclaiming war-
ranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on
the meaning of this License. 2. VERBATIM COPY-
ING

You may copy and distribute the Document in any
medium, either commercially or noncommercially,
provided that this License, the copyright notices,
and the license notice saying this License applies to
the Document are reproduced in all copies, and that
you add no other conditions whatsoever to those
of this License. You may not use technical mea-
sures to obstruct or control the reading or further
copying of the copies you make or distribute. How-
ever, you may accept compensation in exchange for
copies. If you distribute a large enough number of
copies you must also follow the conditions in sec-
tion 3.

You may also lend copies, under the same condi-
tions stated above, and you may publicly display
copies. 3. COPYING IN QUANTITY

If you publish printed copies (or copies in media
that commonly have printed covers) of the Doc-
ument, numbering more than 100, and the Doc-
ument’s license notice requires Cover Texts, you

must enclose the copies in covers that carry, clearly
and legibly, all these Cover Texts: Front-Cover
Texts on the front cover, and Back-Cover Texts
on the back cover. Both covers must also clearly
and legibly identify you as the publisher of these
copies. The front cover must present the full title
with all words of the title equally prominent and
visible. You may add other material on the covers
in addition. Copying with changes limited to the
covers, as long as they preserve the title of the Doc-
ument and satisfy these conditions, can be treated
as verbatim copying in other respects.

If the required texts for either cover are too volu-
minous to fit legibly, you should put the first ones
listed (as many as fit reasonably) on the actual
cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the
Document numbering more than 100, you must ei-
ther include a machine-readable Transparent copy
along with each Opaque copy, or state in or with
each Opaque copy a computer-network location
from which the general network-using public has
access to download using public-standard network
protocols a complete Transparent copy of the Doc-
ument, free of added material. If you use the lat-
ter option, you must take reasonably prudent steps,
when you begin distribution of Opaque copies in
quantity, to ensure that this Transparent copy will
remain thus accessible at the stated location until
at least one year after the last time you distribute
an Opaque copy (directly or through your agents or
retailers) of that edition to the public.

It is requested, but not required, that you con-
tact the authors of the Document well before redis-
tributing any large number of copies, to give them
a chance to provide you with an updated version of
the Document. 4. MODIFICATIONS

You may copy and distribute a Modified Version of
the Document under the conditions of sections 2
and 3 above, provided that you release the Modi-
fied Version under precisely this License, with the
Modified Version filling the role of the Document,
thus licensing distribution and modification of the
Modified Version to whoever possesses a copy of it.
In addition, you must do these things in the Modi-
fied Version:

* A. Use in the Title Page (and on the covers, if
any) a title distinct from that of the Document,
and from those of previous versions (which should,
if there were any, be listed in the History section
of the Document). You may use the same title as
a previous version if the original publisher of that
version gives permission. * B. List on the Title
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Page, as authors, one or more persons or entities
responsible for authorship of the modifications in
the Modified Version, together with at least five of
the principal authors of the Document (all of its
principal authors, if it has fewer than five), unless
they release you from this requirement. * C. State
on the Title page the name of the publisher of the
Modified Version, as the publisher. * D. Preserve
all the copyright notices of the Document. * E. Add
an appropriate copyright notice for your modifica-
tions adjacent to the other copyright notices. * F.
Include, immediately after the copyright notices, a
license notice giving the public permission to use
the Modified Version under the terms of this Li-
cense, in the form shown in the Addendum below. *
G. Preserve in that license notice the full lists of In-
variant Sections and required Cover Texts given in
the Document’s license notice. * H. Include an unal-
tered copy of this License. * I. Preserve the section
Entitled "History", Preserve its Title, and add to it
an item stating at least the title, year, new authors,
and publisher of the Modified Version as given on
the Title Page. If there is no section Entitled "His-
tory" in the Document, create one stating the title,
year, authors, and publisher of the Document as
given on its Title Page, then add an item describ-
ing the Modified Version as stated in the previous
sentence. * J. Preserve the network location, if any,
given in the Document for public access to a Trans-
parent copy of the Document, and likewise the net-
work locations given in the Document for previous
versions it was based on. These may be placed in
the "History" section. You may omit a network lo-
cation for a work that was published at least four
years before the Document itself, or if the original
publisher of the version it refers to gives permission.
* K. For any section Entitled "Acknowledgements"
or "Dedications", Preserve the Title of the section,
and preserve in the section all the substance and
tone of each of the contributor acknowledgements
and/or dedications given therein. * L. Preserve all
the Invariant Sections of the Document, unaltered
in their text and in their titles. Section numbers or
the equivalent are not considered part of the section
titles. * M. Delete any section Entitled "Endorse-
ments". Such a section may not be included in the
Modified Version. * N. Do not retitle any existing
section to be Entitled "Endorsements" or to conflict
in title with any Invariant Section. * O. Preserve
any Warranty Disclaimers.

If the Modified Version includes new front-matter
sections or appendices that qualify as Secondary
Sections and contain no material copied from the
Document, you may at your option designate some
or all of these sections as invariant. To do this, add
their titles to the list of Invariant Sections in the
Modified Version’s license notice. These titles must
be distinct from any other section titles.

You may add a section Entitled "Endorsements",
provided it contains nothing but endorsements of
your Modified Version by various parties—for ex-
ample, statements of peer review or that the text
has been approved by an organization as the au-
thoritative definition of a standard.

You may add a passage of up to five words as a
Front-Cover Text, and a passage of up to 25 words
as a Back-Cover Text, to the end of the list of Cover
Texts in the Modified Version. Only one passage of
Front-Cover Text and one of Back-Cover Text may
be added by (or through arrangements made by)
any one entity. If the Document already includes
a cover text for the same cover, previously added
by you or by arrangement made by the same entity
you are acting on behalf of, you may not add an-

other; but you may replace the old one, on explicit
permission from the previous publisher that added
the old one.

The author(s) and publisher(s) of the Document do
not by this License give permission to use their
names for publicity for or to assert or imply en-
dorsement of any Modified Version. 5. COMBIN-
ING DOCUMENTS

You may combine the Document with other docu-
ments released under this License, under the terms
defined in section 4 above for modified versions,
provided that you include in the combination all
of the Invariant Sections of all of the original doc-
uments, unmodified, and list them all as Invariant
Sections of your combined work in its license no-
tice, and that you preserve all their Warranty Dis-
claimers.

The combined work need only contain one copy of
this License, and multiple identical Invariant Sec-
tions may be replaced with a single copy. If there
are multiple Invariant Sections with the same name
but different contents, make the title of each such
section unique by adding at the end of it, in paren-
theses, the name of the original author or publisher
of that section if known, or else a unique number.
Make the same adjustment to the section titles in
the list of Invariant Sections in the license notice
of the combined work.

In the combination, you must combine any sections
Entitled "History" in the various original docu-
ments, forming one section Entitled "History"; like-
wise combine any sections Entitled "Acknowledge-
ments", and any sections Entitled "Dedications".
You must delete all sections Entitled "Endorse-
ments". 6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Docu-
ment and other documents released under this Li-
cense, and replace the individual copies of this Li-
cense in the various documents with a single copy
that is included in the collection, provided that you
follow the rules of this License for verbatim copying
of each of the documents in all other respects.

You may extract a single document from such a col-
lection, and distribute it individually under this Li-
cense, provided you insert a copy of this License
into the extracted document, and follow this Li-
cense in all other respects regarding verbatim copy-
ing of that document. 7. AGGREGATION WITH
INDEPENDENT WORKS

A compilation of the Document or its derivatives
with other separate and independent documents or
works, in or on a volume of a storage or distribution
medium, is called an "aggregate" if the copyright re-
sulting from the compilation is not used to limit the
legal rights of the compilation’s users beyond what
the individual works permit. When the Document
is included in an aggregate, this License does not
apply to the other works in the aggregate which are
not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is appli-
cable to these copies of the Document, then if the
Document is less than one half of the entire aggre-
gate, the Document’s Cover Texts may be placed
on covers that bracket the Document within the
aggregate, or the electronic equivalent of covers
if the Document is in electronic form. Otherwise
they must appear on printed covers that bracket
the whole aggregate. 8. TRANSLATION

Translation is considered a kind of modification, so
you may distribute translations of the Document
under the terms of section 4. Replacing Invariant
Sections with translations requires special permis-
sion from their copyright holders, but you may in-
clude translations of some or all Invariant Sections
in addition to the original versions of these Invari-
ant Sections. You may include a translation of this
License, and all the license notices in the Document,
and any Warranty Disclaimers, provided that you
also include the original English version of this Li-
cense and the original versions of those notices and
disclaimers. In case of a disagreement between the
translation and the original version of this License
or a notice or disclaimer, the original version will
prevail.

If a section in the Document is Entitled "Acknowl-
edgements", "Dedications", or "History", the re-
quirement (section 4) to Preserve its Title (section
1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute
the Document except as expressly provided under
this License. Any attempt otherwise to copy, mod-
ify, sublicense, or distribute it is void, and will
automatically terminate your rights under this Li-
cense.

However, if you cease all violation of this License,
then your license from a particular copyright holder
is reinstated (a) provisionally, unless and until the
copyright holder explicitly and finally terminates
your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some
reasonable means prior to 60 days after the cessa-
tion.

Moreover, your license from a particular copyright
holder is reinstated permanently if the copyright
holder notifies you of the violation by some reason-
able means, this is the first time you have received
notice of violation of this License (for any work)
from that copyright holder, and you cure the vi-
olation prior to 30 days after your receipt of the
notice.

Termination of your rights under this section does
not terminate the licenses of parties who have re-
ceived copies or rights from you under this License.
If your rights have been terminated and not perma-
nently reinstated, receipt of a copy of some or all
of the same material does not give you any rights
to use it. 10. FUTURE REVISIONS OF THIS LI-
CENSE

The Free Software Foundation may publish new, re-
vised versions of the GNU Free Documentation Li-
cense from time to time. Such new versions will be
similar in spirit to the present version, but may dif-
fer in detail to address new problems or concerns.
See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguish-
ing version number. If the Document specifies that
a particular numbered version of this License "or
any later version" applies to it, you have the op-
tion of following the terms and conditions either of
that specified version or of any later version that
has been published (not as a draft) by the Free Soft-
ware Foundation. If the Document does not specify
a version number of this License, you may choose
any version ever published (not as a draft) by the
Free Software Foundation. If the Document speci-
fies that a proxy can decide which future versions of

this License can be used, that proxy’s public state-
ment of acceptance of a version permanently autho-
rizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or
"MMC Site") means any World Wide Web server
that publishes copyrightable works and also pro-
vides prominent facilities for anybody to edit those
works. A public wiki that anybody can edit is
an example of such a server. A "Massive Multiau-
thor Collaboration" (or "MMC") contained in the
site means any set of copyrightable works thus pub-
lished on the MMC site.

"CC-BY-SA" means the Creative Commons
Attribution-Share Alike 3.0 license published by
Creative Commons Corporation, a not-for-profit
corporation with a principal place of business in
San Francisco, California, as well as future copyleft
versions of that license published by that same
organization.

"Incorporate" means to publish or republish a Doc-
ument, in whole or in part, as part of another Doc-
ument.

An MMC is "eligible for relicensing" if it is licensed
under this License, and if all works that were first
published under this License somewhere other than
this MMC, and subsequently incorporated in whole
or in part into the MMC, (1) had no cover texts or
invariant sections, and (2) were thus incorporated
prior to November 1, 2008.

The operator of an MMC Site may republish an
MMC contained in the site under CC-BY-SA on the
same site at any time before August 1, 2009, pro-
vided the MMC is eligible for relicensing. ADDEN-
DUM: How to use this License for your documents

To use this License in a document you have written,
include a copy of the License in the document and
put the following copyright and license notices just
after the title page:

Copyright (C) YEAR YOUR NAME. Permission is
granted to copy, distribute and/or modify this doc-
ument under the terms of the GNU Free Documen-
tation License, Version 1.3 or any later version pub-
lished by the Free Software Foundation; with no
Invariant Sections, no Front-Cover Texts, and no
Back-Cover Texts. A copy of the license is included
in the section entitled "GNU Free Documentation
License".

If you have Invariant Sections, Front-Cover Texts
and Back-Cover Texts, replace the "with . . .
Texts." line with this:

with the Invariant Sections being LIST THEIR TI-
TLES, with the Front-Cover Texts being LIST, and
with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts,
or some other combination of the three, merge
those two alternatives to suit the situation.

If your document contains nontrivial examples of
program code, we recommend releasing these exam-
ples in parallel under your choice of free software
license, such as the GNU General Public License,
to permit their use in free software.

9.3 GNU Lesser General Public License
GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc.
<http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed.

This version of the GNU Lesser General Public Li-
cense incorporates the terms and conditions of ver-
sion 3 of the GNU General Public License, supple-
mented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3
of the GNU Lesser General Public License, and the
“GNU GPL” refers to version 3 of the GNU General
Public License.

“The Library” refers to a covered work governed by
this License, other than an Application or a Com-
bined Work as defined below.

An “Application” is any work that makes use of an
interface provided by the Library, but which is not
otherwise based on the Library. Defining a subclass
of a class defined by the Library is deemed a mode
of using an interface provided by the Library.

A “Combined Work” is a work produced by com-
bining or linking an Application with the Library.
The particular version of the Library with which
the Combined Work was made is also called the
“Linked Version”.

The “Minimal Corresponding Source” for a Com-
bined Work means the Corresponding Source for
the Combined Work, excluding any source code for
portions of the Combined Work that, considered in
isolation, are based on the Application, and not on
the Linked Version.

The “Corresponding Application Code” for a Com-
bined Work means the object code and/or source
code for the Application, including any data and
utility programs needed for reproducing the Com-
bined Work from the Application, but excluding the
System Libraries of the Combined Work. 1. Excep-
tion to Section 3 of the GNU GPL.

You may convey a covered work under sections 3
and 4 of this License without being bound by sec-
tion 3 of the GNU GPL. 2. Conveying Modified
Versions.

If you modify a copy of the Library, and, in your
modifications, a facility refers to a function or data
to be supplied by an Application that uses the fa-
cility (other than as an argument passed when the
facility is invoked), then you may convey a copy of
the modified version:

* a) under this License, provided that you make a
good faith effort to ensure that, in the event an Ap-
plication does not supply the function or data, the
facility still operates, and performs whatever part
of its purpose remains meaningful, or * b) under
the GNU GPL, with none of the additional permis-
sions of this License applicable to that copy.

3. Object Code Incorporating Material from Li-
brary Header Files.

The object code form of an Application may incor-
porate material from a header file that is part of
the Library. You may convey such object code un-
der terms of your choice, provided that, if the in-
corporated material is not limited to numerical pa-
rameters, data structure layouts and accessors, or
small macros, inline functions and templates (ten
or fewer lines in length), you do both of the follow-
ing:

* a) Give prominent notice with each copy of the
object code that the Library is used in it and that
the Library and its use are covered by this License.
* b) Accompany the object code with a copy of the
GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of
your choice that, taken together, effectively do not
restrict modification of the portions of the Library
contained in the Combined Work and reverse en-
gineering for debugging such modifications, if you
also do each of the following:

* a) Give prominent notice with each copy of the
Combined Work that the Library is used in it and
that the Library and its use are covered by this Li-
cense. * b) Accompany the Combined Work with a
copy of the GNU GPL and this license document. *
c) For a Combined Work that displays copyright no-
tices during execution, include the copyright notice
for the Library among these notices, as well as a ref-
erence directing the user to the copies of the GNU
GPL and this license document. * d) Do one of the
following: o 0) Convey the Minimal Corresponding
Source under the terms of this License, and the Cor-
responding Application Code in a form suitable for,
and under terms that permit, the user to recombine
or relink the Application with a modified version
of the Linked Version to produce a modified Com-
bined Work, in the manner specified by section 6 of
the GNU GPL for conveying Corresponding Source.
o 1) Use a suitable shared library mechanism for
linking with the Library. A suitable mechanism
is one that (a) uses at run time a copy of the Li-
brary already present on the user’s computer sys-
tem, and (b) will operate properly with a modified
version of the Library that is interface-compatible
with the Linked Version. * e) Provide Installation
Information, but only if you would otherwise be re-
quired to provide such information under section 6
of the GNU GPL, and only to the extent that such
information is necessary to install and execute a
modified version of the Combined Work produced
by recombining or relinking the Application with
a modified version of the Linked Version. (If you
use option 4d0, the Installation Information must
accompany the Minimal Corresponding Source and
Corresponding Application Code. If you use option
4d1, you must provide the Installation Information
in the manner specified by section 6 of the GNU
GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work
based on the Library side by side in a single library
together with other library facilities that are not
Applications and are not covered by this License,
and convey such a combined library under terms of
your choice, if you do both of the following:

* a) Accompany the combined library with a copy
of the same work based on the Library, uncombined
with any other library facilities, conveyed under
the terms of this License. * b) Give prominent no-
tice with the combined library that part of it is a
work based on the Library, and explaining where
to find the accompanying uncombined form of the
same work.

6. Revised Versions of the GNU Lesser General
Public License.

The Free Software Foundation may publish revised
and/or new versions of the GNU Lesser General
Public License from time to time. Such new ver-
sions will be similar in spirit to the present version,
but may differ in detail to address new problems or
concerns.

Each version is given a distinguishing version num-
ber. If the Library as you received it specifies that
a certain numbered version of the GNU Lesser Gen-
eral Public License “or any later version” applies to
it, you have the option of following the terms and
conditions either of that published version or of any
later version published by the Free Software Foun-
dation. If the Library as you received it does not
specify a version number of the GNU Lesser Gen-
eral Public License, you may choose any version of
the GNU Lesser General Public License ever pub-
lished by the Free Software Foundation.

If the Library as you received it specifies that a
proxy can decide whether future versions of the
GNU Lesser General Public License shall apply,
that proxy’s public statement of acceptance of
any version is permanent authorization for you to
choose that version for the Library.
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%%==================================================%%
%%= Ausgabe der Box nach Vorgabe der Ausgaberoutine=%%
%%==================================================%%
%% Styledatei fuer das Paket mdframed erstellt durch
%% Marco Daniel und Elke Schubert
%% 
%% This package may be distributed under the terms of the LaTeX Project
%% Public License, as described in lppl.txt in the base LaTeX distribution.
%% Either version 1.0 or, at your option, any later version.

%%$Id: md-frame-0.mdf 105 2010-12-22 16:50:44Z marco $
%%$Rev: 105 $
%%$Author: marco $
%%$Date: 2010-12-22 17:50:44 +0100 (Mi, 22. Dez 2010) $

\def\mdversion{v0.6a}
\def\mdframedOpackagename{md-frame-0}
\def\md@frameOdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-3.mdf}[\md@frameOdate@svn$Id: md-frame-0.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedOpackagename]


\let\md@textwidth\textwidth




%%=single=%%
\def\md@frame@background@single{%
        \rlap{\color{\mdf@backgroundcolor}%
             \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
             \addtolength{\mdfboundingboxheight}{%
                   \mdf@innertopmargin@length%
                  +\mdf@innerbottommargin@length%
                  }%
              \rule[-\mdf@innerbottommargin@length]%
                     {\wd\@tempboxa%
                    +\mdf@innerleftmargin@length%
                    +\mdf@innerrightmargin@length%
                   }{\mdfboundingboxheight}%
              }%
}%
% 
\def\md@frame@leftandbottomandtopline@single{%
           \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
           \addtolength{\mdfboundingboxheight}{%
                           \mdf@innertopmargin@length%
                          +\mdf@innerbottommargin@length%
                          +\mdf@middlelinewidth@length%
                          +\mdf@middlelinewidth@length%
                         }%
           \rlap{\color{\mdf@middlelinecolor}%
                 \ifbool{mdf@leftline}%
                     {\rule[-\mdf@innerbottommargin@length]%
                         {\mdf@middlelinewidth}{\mdfboundingboxheight-2\mdf@middlelinewidth@length}%
                     }{}%
               }%
           \rlap{\color{\mdf@middlelinecolor}%
                 \ifmdf@bottomline%
                     \ifboolexpr{ bool {mdf@leftline} and bool  {mdf@rightline} }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                       \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                        {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
                         +\mdf@middlelinewidth@length%
                         +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%
                     \ifboolexpr{ bool {mdf@leftline} and not( bool  {mdf@rightline}) }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                       \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                        {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
                         +\mdf@middlelinewidth@length%
   %                      +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%
                      \ifboolexpr{ not(bool {mdf@leftline}) and bool  {mdf@rightline} }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                      {\wd\@tempboxa%
                       +\mdf@innerleftmargin@length%
                       +\mdf@innerrightmargin@length%
                       +\mdf@middlelinewidth@length%
   %                    +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%                
                       \ifboolexpr{ not(bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                        \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                         {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
   %                      +\mdf@middlelinewidth@length%
   %                      +\mdf@middlelinewidth@length%
                        }{\mdf@linewidth}% 
                       }{}%  
                 \fi%
               }%
          \rlap{\color{\mdf@middlelinecolor}%
                \ifmdf@topline%
                  \ifboolexpr{ bool {mdf@leftline} and bool  {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%
                  \ifboolexpr{ bool {mdf@leftline} and not( bool  {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%
                   \ifboolexpr{ not(bool {mdf@leftline}) and bool  {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%                
                    \ifboolexpr{ not(bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
%                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%  
                \fi%
              }%
}%

\def\md@frame@rightline@single{%
         \llap{\color{\mdf@middlelinecolor}
               \ifmdf@rightline%
                \rule[-\mdf@innerbottommargin@length]%
                     {\mdf@linewidth}%
                     {\mdfboundingboxheight-2\mdf@middlelinewidth@length}%
               \fi%
              }%
}%


\def\md@putbox@single{%%%%% Ausgabe der ungesplitteten Gesamtbox
  \ifvoid\@tempboxa
  \else
      \leftline{%
        \null\hspace*{\mdf@leftmargin@length}%
        \md@frame@leftandbottomandtopline@single%
        \ifbool{mdf@leftline}%
        {\hspace*{\mdf@middlelinewidth@length}}{}%
        \md@frame@background@single%
        \hspace*{\mdf@innerleftmargin@length}%
        {\box\@tempboxa}%
        \hspace*{\mdf@innerrightmargin@length}%
        \hspace*{\mdf@middlelinewidth@length}%
        \md@frame@rightline@single%
        }%
  \fi
}


%%=first=%%

\def\md@frame@background@first{%
       \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
       \addtolength{\mdfboundingboxheight}{%
                           \mdf@innertopmargin@length%
                           +\mdf@splitbottomskip@length%
                         }%
       \rlap{\color{\mdf@backgroundcolor}%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                   {\wd\tw@+\mdf@innerleftmargin@length+\mdf@innerrightmargin@length}%
                   {\mdfboundingboxheight}%
              }%
}%
 
\def\md@frame@topandleftline@first{%
           \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
           \addtolength{\mdfboundingboxheight}{%
                           1\mdf@innertopmargin@length%
                          +1\mdf@middlelinewidth@length%
                          +\mdf@splitbottomskip@length%
                         }%
            \rlap{\color{\mdf@middlelinecolor}
               \ifbool{mdf@leftline}%
                   {%
                     \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                            {\mdf@middlelinewidth@length}%
                               {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                   }{}%
             }%
            \rlap{\color{\mdf@middlelinecolor}%
             \ifmdf@topline
                 \ifboolexpr{ bool {mdf@leftline} and bool {mdf@rightline}}%
                    {\rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ bool {mdf@leftline} and not(bool {mdf@rightline}) }%
                    {\rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ not (bool {mdf@leftline}) and bool {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ not (bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
%                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
              \fi%
              \ifmdf@rightline
               \ifmdf@topline\else%
                 \deflength\@tempskipb{\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +2\mdf@middlelinewidth@length%
                         }%
                 \hspace*{\@tempskipb}%
               \fi%
                  \llap{\color{\mdf@middlelinecolor}%
                         \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}%
                                {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                    }%
              \fi%
            }%
}%




\def\md@putbox@first{%%%% Ausgabe der Teilbox 1
      \leftline{%
           \null\hspace*{\mdf@leftmargin@length}%
           \md@frame@topandleftline@first%
           \ifbool{mdf@leftline}%
           {\hspace*{\mdf@middlelinewidth@length}}{}%
           \md@frame@background@first%
           \hspace*{\mdf@innerleftmargin@length}%
           {\box\tw@}%
         }%
}

%%=second=%%

\def\md@frame@background@second{%
         \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
         \addtolength{\mdfboundingboxheight}{%
                    +\mdf@innerbottommargin@length%
                }%
        \rlap{\color{\mdf@backgroundcolor}%
               \rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                    {\wd\@tempboxa+\mdf@innerleftmargin@length%
                      +\mdf@innerrightmargin@length}%
                   {\mdfboundingboxheight}%
               }%
}%
 
\def\md@frame@lines@second{%
         \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
         \addtolength{\mdfboundingboxheight}{%
                    +\mdf@innerbottommargin@length%
                    +\mdf@middlelinewidth@length%
                }%
          \rlap{\color{\mdf@middlelinecolor}%
               \ifbool{mdf@leftline}%
                 {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                        {\mdf@middlelinewidth@length}%
                        {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                 }{}%
               }%
          \rlap{\color{\mdf@middlelinecolor}%
                \ifbool{mdf@bottomline}%
                 {%
                   \ifboolexpr{ bool {mdf@leftline} and bool {mdf@rightline} }%
                        {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+2\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                   \ifboolexpr{ not (bool {mdf@leftline}) and not(bool {mdf@rightline}) }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                    \ifboolexpr{ bool {mdf@leftline} and not( bool {mdf@rightline}) }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                    \ifboolexpr{ not(bool {mdf@leftline}) and bool {mdf@rightline} }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                 }{}%
               \llap{\color{\mdf@middlelinecolor}%
                     \ifbool{mdf@rightline}%
                       {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                             {\mdf@middlelinewidth@length}%
                             {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                        \ifbool{mdf@bottomline}{}%
                             {\deflength\@tempskipb{\wd\@tempboxa%
                                      +\mdf@innerleftmargin@length%
                                      +\mdf@innerrightmargin@length%
                                      +2\mdf@middlelinewidth@length%
                                     }%
                             \hspace*{-\@tempskipb}%
                            }%
                      }{}%
                    }%
               }%       
}%


\def\md@putbox@second{%%%%% Ausgabe der mittleren Teilbox
  \ifvoid\@tempboxa%
  \else
      \leftline{%
         \null\hspace*{\mdf@leftmargin@length}%
         \md@frame@lines@second%
         \ifbool{mdf@leftline}%
         {\hspace*{\mdf@middlelinewidth@length}}{}%
         \md@frame@background@second%
         \hspace*{\mdf@innerleftmargin@length}%
         {\box\@tempboxa}%
        }%
  \fi%
}%


%%=middle=%%

\def\md@frame@background@middle{%
         \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
         \addtolength{\mdfboundingboxheight}{%
                  \mdf@splitbottomskip@length%
                  }%
        \rlap{\color{\mdf@backgroundcolor}%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                    {\wd\tw@+\mdf@innerleftmargin@length+\mdf@innerrightmargin@length}%
                    {\mdfboundingboxheight}%
              }%
}%
 
\def\md@frame@lines@middle{%
         \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
         \addtolength{\mdfboundingboxheight}{%
                  \mdf@splitbottomskip@length%
                  }%
        \rlap{\color{\mdf@middlelinecolor}%
            \ifbool{mdf@leftline}%
              {%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}{\mdfboundingboxheight}%
              }{}%
            \ifbool{mdf@rightline}%
                   {%
                   \deflength{\mdfpositionx}{\wd\tw@%
                                     +\mdf@innerleftmargin@length%
                                     +\mdf@innerrightmargin@length%
                                     +\mdf@middlelinewidth@length%
                                    }%
                   \hspace*{\mdfpositionx}%
                   \llap{\color{\mdf@middlelinecolor}%
                        \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}{\mdfboundingboxheight}%
                        \ifbool{mdf@leftline}{}{}%
                        }%
                   }{}%
          }%
}%




\def\md@putbox@middle{%%%% Ausgabe der Teilbox 1
      \leftline{%
           \null\hspace*{\mdf@leftmargin@length}%
           \md@frame@lines@middle%
           \ifbool{mdf@leftline}%
           {\hspace*{\mdf@middlelinewidth@length}}{}%
           \md@frame@background@middle%
           \hspace*{\mdf@innerleftmargin@length}%
           {\box\tw@}%
        }%
}
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%%==================================================%%
%%= Ausgabe der Box nach Vorgabe der Ausgaberoutine=%%
%%==================================================%%
%% Styledatei fuer das Paket mdframed erstellt durch
%% Marco Daniel und Elke Schubert
%% 
%% This package may be distributed under the terms of the LaTeX Project
%% Public License, as described in lppl.txt in the base LaTeX distribution.
%% Either version 1.0 or, at your option, any later version.

%%$Id: md-frame-1.mdf 105 2010-12-22 16:50:44Z marco $
%%$Rev: 105 $
%%$Author: marco $
%%$Date: 2010-12-22 17:50:44 +0100 (Mi, 22. Dez 2010) $

\def\mdversion{v0.6a}
\def\mdframedIpackagename{md-frame-1}
\def\md@frameIdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-1.mdf}[\md@frameIdate@svn$Id: md-frame-1.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedIpackagename]

%%Allgemeine Einstellungen fuer tikz

\def\md@tikz@settings{%
          %wenn das Innere der Doppellinie 0pt breit ist,
          %muss Grenze zwischen innerer und aeusserer Linie
          %einer Farbe zugeordnet werden
          \ifdimequal{\mdf@middlelinewidth@length}{\z@}%
                       {\ifdimequal{\mdf@innerlinewidth@length}{\z@}%
                            {\ifdimequal{\mdf@outerlinewidth@length}{\z@}%
                              {\let\mdf@middlelinecolor\mdf@backgroundcolor}%
                              {\let\mdf@middlelinecolor\mdf@outerlinecolor}%
                            }%
                            {\let\mdf@middlelinecolor\mdf@innerlinecolor}%
                        }{}%
          \ifdimequal{\mdf@innerlinewidth@length}{\z@}%
                       {\ifdimequal{\mdf@outerlinewidth@length}{\z@}%
                            {\ifdimequal{\mdf@middlelinewidth@length}{\z@}%
                              {}%
                              {\let\mdf@middlelinecolor\mdf@linecolor}%
                            }%
                            {}%
                        }{}%
        \tikzset{mdftext/.style={inner sep=0pt,outer sep=0pt}}%
        \tikzset{mdfcorners/.style={rounded corners=\mdf@roundcorner@length}}%
        \tikzset{mdfbackground/.style={fill=\mdf@backgroundcolor}}%
        \ifdimgreater{\mdf@outerlinewidth@length}{\z@}%
            {\tikzset{mdfborderA/.style={%
                         draw=\mdf@outerlinecolor,%
                         line width=2\mdf@outerlinewidth@length+\mdf@middlelinewidth@length%
                         }%
                     }%
            }%
            {\tikzset{mdfborderA/.style={}}}%
        \ifdimgreater{\mdf@innerlinewidth@length}{\z@}%
            {\tikzset{mdfborderI/.style={%
                         draw=\mdf@innerlinecolor,%
                         line width=2\mdf@innerlinewidth@length+\mdf@middlelinewidth@length%
                         }%
                     }%
            }%
            {\tikzset{mdfborderI/.style={}}}%
       \tikzset{mdfmiddle/.style={draw=\mdf@middlelinecolor,line width=\mdf@middlelinewidth@length}}%
}%



\def\md@putbox@single{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \begin{tikzpicture}
	         \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2\mdf@innerlinewidth@length+\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight+\mdf@innertopmargin@length%
                                          +\mdf@innerbottommargin@length%
                                          +2*\mdf@innerlinewidth@length+\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\yp{\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \coordinate(P)at(\x,\y);
                 \begin{scope}
		      \clip[preaction=mdfborderA]%
                           [postaction={mdfbackground,mdfborderI}]%
                           [mdfcorners](O)--(O|-P)--(P)--(P|-O)--cycle;
	         \end{scope}
                 \path[mdfmiddle,mdfcorners](O)--(O|-P)--(P)--(P|-O)--cycle;
                 \node[mdftext,anchor=south west]at(\xp,\yp){\box\@tempboxa};
       \end{tikzpicture}%
     }%
}%

\def\md@putbox@first{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \ifdimequal{\pagegoal}{\maxdimen}{\enlargethispage{\baselineskip}}{}%
        \begin{tikzpicture}
	         \coordinate(O) at (0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{-\mdfboxheight-\mdf@innertopmargin@length%
                                          -1*\mdf@innerlinewidth@length-0.5*\mdf@middlelinewidth@length+0.0cm}
                 \pgfmathsetlengthmacro\yp{-\mdf@innertopmargin@length%
                                           -1*\mdf@innerlinewidth@length-0.5*\mdf@middlelinewidth@length%
                                           -0.5\mdfboxheight}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,%
                       \mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length)%
                      rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                     \clip[preaction=mdfborderA]%
                          [postaction={mdfbackground,mdfborderI}]%
                          [mdfcorners](O|-P)--(O)--(P|-O)--(P);
                 \end{scope}
                 \path[mdfmiddle,mdfcorners,](O|-P)--(O)--(P|-O)--(P);
                 \node[mdftext,anchor=west,inner sep=0pt,outer sep=0pt]at(\xp,\yp){\box\tw@};
%                 \draw[fill] (0,0) circle (.1cm);
%                 \draw[fill,yellow] (\x,\y) circle (.1cm);
%                 \draw[fill,orange] (\xp,\yp) circle (.05cm);
     \end{tikzpicture}%
     }%
}%


\def\md@putbox@middle{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@}%
        \setlength{\mdf@ymargin@length}{0.4\baselineskip}%
        \begin{tikzpicture}
	         \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight}
                 \pgfmathsetlengthmacro\yp{0cm}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,0)%
                       rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                 	\path[mdfborderA](O)--(O|-P)(P)--(P|-O);
                        \clip[postaction=mdfbackground](O)--(O|-P)--(P)--(P|-O);
                        \path[mdfborderI](O)--(O|-P)(P)--(P|-O);
                 \end{scope}
                 \path[mdfmiddle](O)--(O|-P)(P)--(P|-O);
                 \node[mdftext,anchor=south west]at(\xp,\yp){\box\tw@};
       \end{tikzpicture}%
     }
}

\def\md@putbox@second{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa}%
        \begin{tikzpicture}
                 \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight%
                                          +\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\yp{\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,%
                       -\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length)%
                      rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                      \clip[preaction=mdfborderA]%
                      [postaction={mdfbackground,mdfborderI}]%
                      [mdfcorners](P-|O)--(O)--(O-|P)--(P);
                 \end{scope}
                 \path[mdfmiddle,mdfcorners](P-|O)--(O)--(O-|P)--(P);
                 \node[mdftext,anchor=south west] at (\xp,\yp){\box\@tempboxa};
       \end{tikzpicture}%
     }
}
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\def\mdversion{v0.6a}
\def\mdframedIIIpackagename{md-frame-3}
\def\md@frameIIIdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-3.mdf}[\md@frameIIIdate@svn$Id: md-frame-3.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedIIIpackagename]

\def\md@ptlength@to@pscode#1{\pst@number{#1} \pst@number\psxunit div}
\let\ptTps\md@ptlength@to@pscode\relax


\def\md@putbox@single{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \setlength{\mdfboundingboxheight}{%
                     \mdfboxheight%
                    +\mdf@innertopmargin@length%
                    +\mdf@innerbottommargin@length%
%                    +\mdf@middlelinewidth@length%
%                    +\mdf@middlelinewidth@length%
                  }%
         \ifbool{mdf@topline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@bottomline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                     \mdfboxwidth%
                    +\mdf@innerleftmargin@length%
                    +\mdf@innerrightmargin@length%
%                    +\mdf@middlelinewidth@length%
%                    +\mdf@middlelinewidth@length%
                  }%
       \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
       \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
       \psset{linearc=\mdf@roundcorner@length,cornersize=absolute,}%
       \expandafter\psset\expandafter{\mdf@psset@local}%
        \psset{unit=1truecm}%
        \begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and bool {mdf@leftline} and bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                      \psframe[linewidth=\mdf@middlelinewidth@length,
                               linecolor=\mdf@linecolor,
                                cornersize=absolute,
                                fillstyle=none,]%
                          (0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and bool {mdf@leftline} and not( bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
               \ifboolexpr{   not(  bool {mdf@topline}) and bool {mdf@bottomline}
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%     
                \ifboolexpr{  bool {mdf@topline} and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add  %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add  %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
                 \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%    
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  not( bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%    
              \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and not(bool {mdf@leftline}) and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (!0 0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
             \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{     bool {mdf@topline} and not (bool {mdf@bottomline})
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%  \psgrid
        \end{pspicture}%
     }%
}






\def\md@putbox@first{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@innertopmargin@length%
                    +\mdf@splitbottomskip@length%
                  }%
         \ifbool{mdf@topline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \psset{linearc=\mdf@roundcorner@length}%
         \expandafter\psset\expandafter{\mdf@psset@local}%
         \psset{unit=1truecm}%
         \ifdimgreater{\mdfboundingboxheight}{\vsize}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\vsize)}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)}
              \ifboolexpr{     bool {mdf@topline} and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%
              \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%       
               \ifboolexpr{    not( bool {mdf@topline}) and not(bool {mdf@rightline})
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%  
               \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@rightline}
                          and not( bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%              
               \ifboolexpr{     bool {mdf@topline} and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0 %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}% 
                \ifboolexpr{    not(bool {mdf@topline}) and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%  
           \end{pspicture}%
     }%
}



\def\md@putbox@middle{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@splitbottomskip@length%
                  }%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth%
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \expandafter\psset\expandafter{\mdf@psset@local}%
         \psset{linearc=\mdf@roundcorner@length}%
         \psset{unit=1truecm}%
         \ifdimgreater{\mdfboundingboxheight}{\vsize}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\vsize)}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)}
              \ifboolexpr{    bool {mdf@rightline} and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}  %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%
               \ifboolexpr{    bool {mdf@rightline} and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%  
               \ifboolexpr{   not( bool {mdf@rightline})  and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}  %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%                    
                \ifboolexpr{(
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and bool {mdf@topline} and not( bool {mdf@bottomline})
                             )
                             or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and not (bool {mdf@topline}) and not( bool {mdf@bottomline})
                             )
                             or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and not (bool {mdf@topline}) and bool {mdf@bottomline}
                             )
                              or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and bool {mdf@topline} and bool {mdf@bottomline}
                             )  
                       }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%  
       \end{pspicture}%
     }%
}

\def\md@putbox@second{
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@innerbottommargin@length%
                  }%
         \ifbool{mdf@bottomline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \expandafter\psset\expandafter{\mdf@psset@local}
         \psset{linearc=\mdf@roundcorner@length}%
         \psset{unit=1truecm}%
         \begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)
              \ifboolexpr{     bool {mdf@bottomline} and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%
               \ifboolexpr{   not( bool {mdf@bottomline}) and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%                    
               \ifboolexpr{   not( bool {mdf@bottomline}) and not(bool {mdf@rightline})
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
               \ifboolexpr{   not( bool {mdf@bottomline}) and bool {mdf@rightline}
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
               \ifboolexpr{  bool {mdf@bottomline} and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0 %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
                \ifboolexpr{  not(bool {mdf@bottomline}) and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
       \end{pspicture}%
     }%
}

\endinput
%eof
%eof
%eof
%eof
%eof







main/utf8plain.def

%%
%% This is file `utf8.def',
%% generated with the docstrip utility.
%%
%% The original source files were:
%%
%% utf8ienc.dtx  (with options: `utf8')
%% 
%% This is a generated file.
%% 
%% Copyright 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
%% The LaTeX3 Project and any individual authors listed elsewhere
%% in this file.
%% 
%% This file was generated from file(s) of the LaTeX base system.
%% --------------------------------------------------------------
%% 
%% It may be distributed and/or modified under the
%% conditions of the LaTeX Project Public License, either version 1.3c
%% of this license or (at your option) any later version.
%% The latest version of this license is in
%%    http://www.latex-project.org/lppl.txt
%% and version 1.3c or later is part of all distributions of LaTeX
%% version 2005/12/01 or later.
%% 
%% This file has the LPPL maintenance status "maintained".
%% 
%% This file may only be distributed together with a copy of the LaTeX
%% base system. You may however distribute the LaTeX base system without
%% such generated files.
%% 
%% The list of all files belonging to the LaTeX base distribution is
%% given in the file `manifest.txt'. See also `legal.txt' for additional
%% information.
%% 
%% The list of derived (unpacked) files belonging to the distribution
%% and covered by LPPL is defined by the unpacking scripts (with
%% extension .ins) which are part of the distribution.
\ProvidesFile{utf8.def}
   [2008/04/05 v1.1m UTF-8 support for inputenc]
\makeatletter
\catcode`\ \saved@space@catcode
\def\UTFviii@two@octets#1#2{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\endcsname}
\def\UTFviii@three@octets#1#2#3{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\string#3\endcsname}
\def\UTFviii@four@octets#1#2#3#4{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\string#3\string#4\endcsname}
\def\UTFviii@defined#1{%
  \ifx#1\relax
      \PackageError{inputenc}{Unicode\space char\space \string#1\space
                              not\space set\space up\space
                              for\space use\space with\space LaTeX}\@eha
  \else\expandafter
    #1%
  \fi
}
\begingroup
\catcode`\~13
\catcode`\"12
\def\UTFviii@loop{%
  \uccode`\~\count@
  \uppercase\expandafter{\UTFviii@tmp}%
  \advance\count@\@ne
  \ifnum\count@<\@tempcnta
  \expandafter\UTFviii@loop
  \fi}
    \count@"C2
    \@tempcnta"E0
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@two@octets\string~}}
\UTFviii@loop
    \count@"E0
    \@tempcnta"F0
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@three@octets\string~}}
\UTFviii@loop
    \count@"F0
    \@tempcnta"F4
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@four@octets\string~}}
\UTFviii@loop
\endgroup
\@inpenc@test
\ifx\@begindocumenthook\@undefined
  \makeatother
  \endinput \fi
\begingroup
\catcode`\"=12
\catcode`\<=12
\catcode`\.=12
\catcode`\,=12
\catcode`\;=12
\catcode`\!=12
\catcode`\~=13
\gdef\DeclareUnicodeCharacter#1#2{%
   \count@"#1\relax
   \wlog{ \space\space defining Unicode char U+#1 (decimal \the\count@)}%
   \begingroup
    \parse@XML@charref
    \def\UTFviii@two@octets##1##2{\csname u8:##1\string##2\endcsname}%
    \def\UTFviii@three@octets##1##2##3{\csname u8:##1%
                                     \string##2\string##3\endcsname}%
    \def\UTFviii@four@octets##1##2##3##4{\csname u8:##1%
                           \string##2\string##3\string##4\endcsname}%
    \expandafter\expandafter\expandafter
    \expandafter\expandafter\expandafter
    \expandafter
     \gdef\UTFviii@tmp{\IeC{#2}}%
   \endgroup
}
\gdef\parse@XML@charref{%
  \ifnum\count@<"A0\relax
     \PackageError{inputenc}{Cannot\space define\space Unicode\space
                             char\space value\space <\space 00A0}\@eha
  \else\ifnum\count@<"800\relax
     \parse@UTFviii@a,%
     \parse@UTFviii@b C\UTFviii@two@octets.,%
  \else\ifnum\count@<"10000\relax
     \parse@UTFviii@a;%
     \parse@UTFviii@a,%
     \parse@UTFviii@b E\UTFviii@three@octets.{,;}%
   \else
     \parse@UTFviii@a;%
     \parse@UTFviii@a,%
     \parse@UTFviii@a!%
     \parse@UTFviii@b F\UTFviii@four@octets.{!,;}%
    \fi
    \fi
  \fi
}
\gdef\parse@UTFviii@a#1{%
     \@tempcnta\count@
     \divide\count@ 64
     \@tempcntb\count@
     \multiply\count@ 64
     \advance\@tempcnta-\count@
     \advance\@tempcnta 128
     \uccode`#1\@tempcnta
     \count@\@tempcntb}
\gdef\parse@UTFviii@b#1#2#3#4{%
     \advance\count@ "#10\relax
     \uccode`#3\count@
     \uppercase{\gdef\UTFviii@tmp{#2#3#4}}}
\endgroup
\@onlypreamble\DeclareUnicodeCharacter
\@onlypreamble\parse@XML@charref
\@onlypreamble\parse@UTFviii@a
\@onlypreamble\parse@UTFviii@b
\begingroup
  \def\cdp@elt#1#2#3#4{%
    \wlog{Now handling font encoding #1 ...}%
    \lowercase{%
        \InputIfFileExists{utf8plain.dfu}}%
           {\wlog{... processing UTF-8 mapping file for font %
                     encoding #1}%
            \catcode`\ 9\relax}%
          {\wlog{... no UTF-8 mapping file for font encoding #1}}%
  }
  \cdp@list
\endgroup
\def\DeclareFontEncoding@#1#2#3{%
  \expandafter
  \ifx\csname T@#1\endcsname\relax
    \def\cdp@elt{\noexpand\cdp@elt}%
    \xdef\cdp@list{\cdp@list\cdp@elt{#1}%
                    {\default@family}{\default@series}%
                    {\default@shape}}%
    \expandafter\let\csname#1-cmd\endcsname\@changed@cmd
    \begingroup
      \wlog{Now handling font encoding #1 ...}%
      \lowercase{%
        \InputIfFileExists{utf8plainenc.dfu}}%
           {\wlog{... processing UTF-8 mapping file for font %
                      encoding #1}}%
           {\wlog{... no UTF-8 mapping file for font encoding #1}}%
    \endgroup
  \else
     \@font@info{Redeclaring font encoding #1}%
  \fi
  \global\@namedef{T@#1}{#2}%
  \global\@namedef{M@#1}{\default@M#3}%
  \xdef\LastDeclaredEncoding{#1}%
  }
\DeclareUnicodeCharacter{00A9}{\textcopyright}
\DeclareUnicodeCharacter{00AA}{\textordfeminine}
\DeclareUnicodeCharacter{00AE}{\textregistered}
\DeclareUnicodeCharacter{00BA}{\textordmasculine}
\DeclareUnicodeCharacter{02C6}{\textasciicircum}
\DeclareUnicodeCharacter{02DC}{\textasciitilde}
\DeclareUnicodeCharacter{200C}{\textcompwordmark}
\DeclareUnicodeCharacter{2026}{\textellipsis}
\DeclareUnicodeCharacter{2122}{\texttrademark}
\DeclareUnicodeCharacter{2423}{\textvisiblespace}

\endinput
%%
%% End of file `utf8.def'.
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headers/babel.tex

\usepackage[english]{babel}
\newcommand{\mychapterbabel}{Chapter}
\newcommand{\mypagebabel}{on page}
\newcommand{\myfigurebabel}{Figure}
\newcommand{\mylangbabel}{english}







headers/commands.tex

% Syntax Highlightling

%\DefineShortVerb[commandchars=\\\{\}]{\|}
\DefineVerbatimEnvironment{Highlighting}{Verbatim}{commandchars=\\\{\}}
% Add ',fontsize=\small' for more characters per line
\newenvironment{Shaded}{\begin{scriptsize}}{\end{scriptsize}}
\newcommand{\KeywordTok}[1]{\textbf{{#1}}}
\newcommand{\DataTypeTok}[1]{\underline{{#1}}}
\newcommand{\DecValTok}[1]{{#1}}
\newcommand{\BaseNTok}[1]{{#1}}
\newcommand{\FloatTok}[1]{{#1}}
\newcommand{\CharTok}[1]{{#1}}
\newcommand{\StringTok}[1]{{#1}}
\newcommand{\CommentTok}[1]{\textit{{#1}}}
\newcommand{\OtherTok}[1]{{#1}}
\newcommand{\AlertTok}[1]{\textbf{{#1}}}
\newcommand{\FunctionTok}[1]{{#1}}
\newcommand{\RegionMarkerTok}[1]{{#1}}
\newcommand{\ErrorTok}[1]{\textbf{{#1}}}
\newcommand{\NormalTok}[1]{{#1}}
\newcommand{\myfigurewithoutcaption}[1]{{\bfseries \myfigurebabel{ }#1}}
\newcommand{\myfigurewithcaption}[2]{{\bfseries \myfigurebabel{ }#1{\quad}}#2}

% Definition der Fussnoten
% ------------------------
%\KOMAoptions{footnotes=multiple}


\DeclareTextSymbol{\textlongs}{TS1}{115} 

\deffootnote[2.2em]{2.2em}{0em}{\makebox[2.2em][l]{\thefootnotemark}}

\newcommand{\badchar}[1]
{\textbf{?}}


\newcommand{\myplainurl}[1]
{{\ttfamily  \url{#1}}}


\newcommand{\myfnhref}[2]
{{#2} \^{}{\{\ttfamily  \url{#1}\}} }

\newcommand{\mymchref}[2]
{}


\newcommand{\mytabhref}[2]
{{#2}\protect\footnote{\ttfamily \url{#1} }}
%{\textsc{#2}}


\newcommand{\myfnlref}[2]
{{#2} \^{}\{\mychapterbabel \ref{#1} \mypagebabel {$\text{}$} \pageref{#1}\}}

\newlength{\fnwidth}
\setlength{\fnwidth}{\linewidth}
\addtolength{\fnwidth}{-10mm}

\newcommand{\myhref}[2]
{{#2}\protect\footnote{    \begin{minipage}{\fnwidth} \ttfamily \url{#1}  \end{minipage}}} 

\newcommand{\mylref}[2]
{{#2}\protect\footnote{\mychapterbabel {$\text{}$} \ref{#1} \mypagebabel {$\text{}$} \pageref{#1}}}

\newcommand{\myfnsref}[2]
{\text{#2} \^{}\{\text{#1} \}}

\newcommand{\mysref}[2]
{\text{#2}\protect\footnote{#1}}

\newcommand{\TickYes}{\checkmark}


% Kompatibilität, damit myfootnote nichts ins Leere läuft
\newcommand{\myfootnote}[1]
%{\footnote{\quad{}#1}}
{\footnote{#1}}


% Auflistungen
% ------------
% Standardvorschlag für itemize
%\newenvironment{myitemize}{\begin{itemize}}{\end{itemize}}
%\newenvironment{myenumerate}{\begin{enumerate}}{\end{enumerate}}
\newenvironment{myquote}{\begin{itemize}[{}]}{\end{itemize}}
\newenvironment{myblockquote}{\begin{itemize}[{\quad}]}{\end{itemize}}

\newenvironment{mydescription}{

\begin{inparablank}}{\end{inparablank}} 
% Alternativen ohne Einrückung
\newenvironment{myitemize}{\begin{compactitem}[\textbullet]}{\end{compactitem}}
\newenvironment{myenumerate}{\begin{compactenum}}{\end{compactenum}}

% einige weitere Festlegungen
% ---------------------------
% \breakslash is used for URLs to allow linebreaking
\newcommand{\mybreakslash}{\discretionary{/}{}{/}}

\newlength{\mylength}
\newlength{\myhight}
\newlength{\myshadingheight}
\newcommand{\myoverline}[1]
{\settowidth{\mylength}{#1} \settoheight{\myhight}{#1}
\makebox[-3pt][l]{#1}
\rule[\myhight+1pt]{\mylength}{0.15mm}}

% Teile von Büchern
\newcommand{\mypart}[1]
%{\part{#1}}
{\addtocontents{toc}{\protect\vspace{7.5mm} \textbf{\Large {#1}}}}

% minitoc vorbereiten, aber standardmäßig unterdrücken
\newcommand{\myminitoc}{}

% Haupttitel
% ----------
%\newcommand{\mymaintitle}[1]
%{\definecolor{shadecolor}{gray}{0.9}\begin{shaded}
%\begin{center}
%\Huge \bfseries 
%#1 
%\end{center}
%\end{shaded}}

%\newcommand{\mysubtitle}[1]
%{\begin{center}
%\LARGE \bfseries 
%#1
%\end{center}}

\newcommand{\mysubtitle}[1]{\subtitle{#1}}
\newcommand{\mymaintitle}[1]{\title{#1}}
\newcommand{\myauthor}[1]{\author{#1}}


% Metadaten
% ---------
\newcommand{\fetchurlcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Adresse der elektronischen Ressource zur Abholung (O)}.}{URL zur Abholung}}

\newcommand{\bookcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Adresse der elektronischen Ressource (O)}.}{Buch (Hauptseite)}}

\newcommand{\functionalgroupcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Angaben zum Inhalt: DDC-Sachgruppe der Deutschen Nationalbibliografie oder Warengruppen-Systematik des Deutschen Buchhandels (O)}.}{Sachgruppe(n)} }

\newcommand{\futhertopicscaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Angaben zum Inhalt: weitere Klassifikationen / Thesauri (F)}.}{Weitere Themen}}

\newcommand{\mainauthorscaption}[0]
{Hauptautor(en)}

\newcommand{\projecttexniciancaption}[0]
{Betreuer}

\newcommand{\organizationscaptions}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Beteiligte Organisationen (F)}.}{Organisation(en)}}

\newcommand{\datecaption}[0]
{Erscheinungsdatum}

\newcommand{\issuecaption}[0]
{Ausgabebezeichnung}

\newcommand{\standardcodecaption}[0]
{Standardnummer }

\newcommand{\maintitlecaption}[0]
{Haupttitel}

\newcommand{\publishercaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Verlag / Verlegende Stelle (O)}.}{Verlegende Stelle} }

\newcommand{\publishercitycaption}[0]
{Verlagsort}

\newcommand{\shelfcaption}[0]
{Wikibooks-Regal}

\newcommand{\sizecaption}[0]
{Umfang}


\newcommand{\Alpha}{\mathrm{A}}
\newcommand{\Beta}{\mathrm{B}}
\newcommand{\Epsilon}{\mathrm{E}}
\newcommand{\Zeta}{\mathrm{Z}}
\newcommand{\Eta}{\mathrm{H}}
\newcommand{\Iota}{\mathrm{I}}
\newcommand{\Kappa}{\mathrm{K}}
\newcommand{\Mu}{\mathrm{M}}
\newcommand{\Nu}{\mathrm{N}}
\newcommand{\Rho}{\mathrm{P}}
\newcommand{\Tau}{\mathrm{T}}
\newcommand{\Chi}{\mathrm{X}}













headers/defaultcolors.tex

\definecolor{AliceBlue}{rgb}{0.941176470588,0.972549019608,1.0}
\definecolor{aliceblue}{rgb}{0.941176470588,0.972549019608,1.0}
\definecolor{AntiqueWhite}{rgb}{0.980392156863,0.921568627451,0.843137254902}
\definecolor{antiquewhite}{rgb}{0.980392156863,0.921568627451,0.843137254902}
\definecolor{Aqua}{rgb}{0.0,1.0,1.0}
\definecolor{aqua}{rgb}{0.0,1.0,1.0}
\definecolor{Aquamarine}{rgb}{0.498039215686,1.0,0.83137254902}
\definecolor{aquamarine}{rgb}{0.498039215686,1.0,0.83137254902}
\definecolor{Azure}{rgb}{0.941176470588,1.0,1.0}
\definecolor{azure}{rgb}{0.941176470588,1.0,1.0}
\definecolor{Beige}{rgb}{0.960784313725,0.960784313725,0.862745098039}
\definecolor{beige}{rgb}{0.960784313725,0.960784313725,0.862745098039}
\definecolor{Bisque}{rgb}{1.0,0.894117647059,0.76862745098}
\definecolor{bisque}{rgb}{1.0,0.894117647059,0.76862745098}
\definecolor{Black}{rgb}{0.0,0.0,0.0}
\definecolor{black}{rgb}{0.0,0.0,0.0}
\definecolor{BlanchedAlmond}{rgb}{1.0,0.921568627451,0.803921568627}
\definecolor{blanchedalmond}{rgb}{1.0,0.921568627451,0.803921568627}
\definecolor{Blue}{rgb}{0.0,0.0,1.0}
%\definecolor{blue}{rgb}{0.0,0.0,1.0}
\definecolor{BlueViolet}{rgb}{0.541176470588,0.16862745098,0.886274509804}
\definecolor{blueviolet}{rgb}{0.541176470588,0.16862745098,0.886274509804}
\definecolor{Brown}{rgb}{0.647058823529,0.164705882353,0.164705882353}
\definecolor{brown}{rgb}{0.647058823529,0.164705882353,0.164705882353}
\definecolor{BurlyWood}{rgb}{0.870588235294,0.721568627451,0.529411764706}
\definecolor{burlywood}{rgb}{0.870588235294,0.721568627451,0.529411764706}
\definecolor{CadetBlue}{rgb}{0.372549019608,0.619607843137,0.627450980392}
\definecolor{cadetblue}{rgb}{0.372549019608,0.619607843137,0.627450980392}
\definecolor{Chartreuse}{rgb}{0.498039215686,1.0,0.0}
\definecolor{chartreuse}{rgb}{0.498039215686,1.0,0.0}
\definecolor{Chocolate}{rgb}{0.823529411765,0.411764705882,0.117647058824}
\definecolor{chocolate}{rgb}{0.823529411765,0.411764705882,0.117647058824}
\definecolor{Coral}{rgb}{1.0,0.498039215686,0.313725490196}
\definecolor{coral}{rgb}{1.0,0.498039215686,0.313725490196}
\definecolor{CornflowerBlue}{rgb}{0.392156862745,0.58431372549,0.929411764706}
\definecolor{cornflowerblue}{rgb}{0.392156862745,0.58431372549,0.929411764706}
\definecolor{Cornsilk}{rgb}{1.0,0.972549019608,0.862745098039}
\definecolor{cornsilk}{rgb}{1.0,0.972549019608,0.862745098039}
\definecolor{Crimson}{rgb}{0.862745098039,0.078431372549,0.235294117647}
\definecolor{crimson}{rgb}{0.862745098039,0.078431372549,0.235294117647}
\definecolor{Cyan}{rgb}{0.0,1.0,1.0}
%\definecolor{cyan}{rgb}{0.0,1.0,1.0}
\definecolor{DarkBlue}{rgb}{0.0,0.0,0.545098039216}
\definecolor{darkblue}{rgb}{0.0,0.0,0.545098039216}
\definecolor{DarkCyan}{rgb}{0.0,0.545098039216,0.545098039216}
\definecolor{darkcyan}{rgb}{0.0,0.545098039216,0.545098039216}
\definecolor{DarkGoldenRod}{rgb}{0.721568627451,0.525490196078,0.043137254902}
\definecolor{darkgoldenrod}{rgb}{0.721568627451,0.525490196078,0.043137254902}
\definecolor{DarkGray}{rgb}{0.662745098039,0.662745098039,0.662745098039}
\definecolor{darkgray}{rgb}{0.662745098039,0.662745098039,0.662745098039}
\definecolor{DarkGreen}{rgb}{0.0,0.392156862745,0.0}
\definecolor{darkgreen}{rgb}{0.0,0.392156862745,0.0}
\definecolor{DarkKhaki}{rgb}{0.741176470588,0.717647058824,0.419607843137}
\definecolor{darkkhaki}{rgb}{0.741176470588,0.717647058824,0.419607843137}
\definecolor{DarkMagenta}{rgb}{0.545098039216,0.0,0.545098039216}
\definecolor{darkmagenta}{rgb}{0.545098039216,0.0,0.545098039216}
\definecolor{DarkOliveGreen}{rgb}{0.333333333333,0.419607843137,0.18431372549}
\definecolor{darkolivegreen}{rgb}{0.333333333333,0.419607843137,0.18431372549}
\definecolor{Darkorange}{rgb}{1.0,0.549019607843,0.0}
\definecolor{darkorange}{rgb}{1.0,0.549019607843,0.0}
\definecolor{DarkOrchid}{rgb}{0.6,0.196078431373,0.8}
\definecolor{darkorchid}{rgb}{0.6,0.196078431373,0.8}
\definecolor{DarkRed}{rgb}{0.545098039216,0.0,0.0}
\definecolor{darkred}{rgb}{0.545098039216,0.0,0.0}
\definecolor{DarkSalmon}{rgb}{0.913725490196,0.588235294118,0.478431372549}
\definecolor{darksalmon}{rgb}{0.913725490196,0.588235294118,0.478431372549}
\definecolor{DarkSeaGreen}{rgb}{0.560784313725,0.737254901961,0.560784313725}
\definecolor{darkseagreen}{rgb}{0.560784313725,0.737254901961,0.560784313725}
\definecolor{DarkSlateBlue}{rgb}{0.282352941176,0.239215686275,0.545098039216}
\definecolor{darkslateblue}{rgb}{0.282352941176,0.239215686275,0.545098039216}
\definecolor{DarkSlateGray}{rgb}{0.18431372549,0.309803921569,0.309803921569}
\definecolor{darkslategray}{rgb}{0.18431372549,0.309803921569,0.309803921569}
\definecolor{DarkTurquoise}{rgb}{0.0,0.807843137255,0.819607843137}
\definecolor{darkturquoise}{rgb}{0.0,0.807843137255,0.819607843137}
\definecolor{DarkViolet}{rgb}{0.580392156863,0.0,0.827450980392}
\definecolor{darkviolet}{rgb}{0.580392156863,0.0,0.827450980392}
\definecolor{DeepPink}{rgb}{1.0,0.078431372549,0.576470588235}
\definecolor{deeppink}{rgb}{1.0,0.078431372549,0.576470588235}
\definecolor{DeepSkyBlue}{rgb}{0.0,0.749019607843,1.0}
\definecolor{deepskyblue}{rgb}{0.0,0.749019607843,1.0}
\definecolor{DimGray}{rgb}{0.411764705882,0.411764705882,0.411764705882}
\definecolor{dimgray}{rgb}{0.411764705882,0.411764705882,0.411764705882}
\definecolor{DodgerBlue}{rgb}{0.117647058824,0.564705882353,1.0}
\definecolor{dodgerblue}{rgb}{0.117647058824,0.564705882353,1.0}
\definecolor{FireBrick}{rgb}{0.698039215686,0.133333333333,0.133333333333}
\definecolor{firebrick}{rgb}{0.698039215686,0.133333333333,0.133333333333}
\definecolor{FloralWhite}{rgb}{1.0,0.980392156863,0.941176470588}
\definecolor{floralwhite}{rgb}{1.0,0.980392156863,0.941176470588}
\definecolor{ForestGreen}{rgb}{0.133333333333,0.545098039216,0.133333333333}
\definecolor{forestgreen}{rgb}{0.133333333333,0.545098039216,0.133333333333}
\definecolor{Fuchsia}{rgb}{1.0,0.0,1.0}
\definecolor{fuchsia}{rgb}{1.0,0.0,1.0}
\definecolor{Gainsboro}{rgb}{0.862745098039,0.862745098039,0.862745098039}
\definecolor{gainsboro}{rgb}{0.862745098039,0.862745098039,0.862745098039}
\definecolor{GhostWhite}{rgb}{0.972549019608,0.972549019608,1.0}
\definecolor{ghostwhite}{rgb}{0.972549019608,0.972549019608,1.0}
\definecolor{Gold}{rgb}{1.0,0.843137254902,0.0}
\definecolor{gold}{rgb}{1.0,0.843137254902,0.0}
\definecolor{GoldenRod}{rgb}{0.854901960784,0.647058823529,0.125490196078}
\definecolor{goldenrod}{rgb}{0.854901960784,0.647058823529,0.125490196078}
\definecolor{Gray}{rgb}{0.501960784314,0.501960784314,0.501960784314}
\definecolor{gray}{rgb}{0.501960784314,0.501960784314,0.501960784314}
\definecolor{Green}{rgb}{0.0,0.501960784314,0.0}
%\definecolor{green}{rgb}{0.0,0.501960784314,0.0}
\definecolor{GreenYellow}{rgb}{0.678431372549,1.0,0.18431372549}
\definecolor{greenyellow}{rgb}{0.678431372549,1.0,0.18431372549}
\definecolor{HoneyDew}{rgb}{0.941176470588,1.0,0.941176470588}
\definecolor{honeydew}{rgb}{0.941176470588,1.0,0.941176470588}
\definecolor{HotPink}{rgb}{1.0,0.411764705882,0.705882352941}
\definecolor{hotpink}{rgb}{1.0,0.411764705882,0.705882352941}
\definecolor{IndianRed}{rgb}{0.803921568627,0.360784313725,0.360784313725}
\definecolor{indianred}{rgb}{0.803921568627,0.360784313725,0.360784313725}
\definecolor{Indigo}{rgb}{0.294117647059,0.0,0.509803921569}
\definecolor{indigo}{rgb}{0.294117647059,0.0,0.509803921569}
\definecolor{Ivory}{rgb}{1.0,1.0,0.941176470588}
\definecolor{ivory}{rgb}{1.0,1.0,0.941176470588}
\definecolor{Khaki}{rgb}{0.941176470588,0.901960784314,0.549019607843}
\definecolor{khaki}{rgb}{0.941176470588,0.901960784314,0.549019607843}
\definecolor{Lavender}{rgb}{0.901960784314,0.901960784314,0.980392156863}
\definecolor{lavender}{rgb}{0.901960784314,0.901960784314,0.980392156863}
\definecolor{LavenderBlush}{rgb}{1.0,0.941176470588,0.960784313725}
\definecolor{lavenderblush}{rgb}{1.0,0.941176470588,0.960784313725}
\definecolor{LawnGreen}{rgb}{0.486274509804,0.988235294118,0.0}
\definecolor{lawngreen}{rgb}{0.486274509804,0.988235294118,0.0}
\definecolor{LemonChiffon}{rgb}{1.0,0.980392156863,0.803921568627}
\definecolor{lemonchiffon}{rgb}{1.0,0.980392156863,0.803921568627}
\definecolor{LightBlue}{rgb}{0.678431372549,0.847058823529,0.901960784314}
\definecolor{lightblue}{rgb}{0.678431372549,0.847058823529,0.901960784314}
\definecolor{LightCoral}{rgb}{0.941176470588,0.501960784314,0.501960784314}
\definecolor{lightcoral}{rgb}{0.941176470588,0.501960784314,0.501960784314}
\definecolor{LightCyan}{rgb}{0.878431372549,1.0,1.0}
\definecolor{lightcyan}{rgb}{0.878431372549,1.0,1.0}
\definecolor{LightGoldenRodYellow}{rgb}{0.980392156863,0.980392156863,0.823529411765}
\definecolor{lightgoldenrodyellow}{rgb}{0.980392156863,0.980392156863,0.823529411765}
\definecolor{LightGrey}{rgb}{0.827450980392,0.827450980392,0.827450980392}
\definecolor{lightgrey}{rgb}{0.827450980392,0.827450980392,0.827450980392}
\definecolor{LightGreen}{rgb}{0.564705882353,0.933333333333,0.564705882353}
\definecolor{lightgreen}{rgb}{0.564705882353,0.933333333333,0.564705882353}
\definecolor{LightPink}{rgb}{1.0,0.713725490196,0.756862745098}
\definecolor{lightpink}{rgb}{1.0,0.713725490196,0.756862745098}
\definecolor{LightSalmon}{rgb}{1.0,0.627450980392,0.478431372549}
\definecolor{lightsalmon}{rgb}{1.0,0.627450980392,0.478431372549}
\definecolor{LightSeaGreen}{rgb}{0.125490196078,0.698039215686,0.666666666667}
\definecolor{lightseagreen}{rgb}{0.125490196078,0.698039215686,0.666666666667}
\definecolor{LightSkyBlue}{rgb}{0.529411764706,0.807843137255,0.980392156863}
\definecolor{lightskyblue}{rgb}{0.529411764706,0.807843137255,0.980392156863}
\definecolor{LightSlateGray}{rgb}{0.466666666667,0.533333333333,0.6}
\definecolor{lightslategray}{rgb}{0.466666666667,0.533333333333,0.6}
\definecolor{LightSteelBlue}{rgb}{0.690196078431,0.76862745098,0.870588235294}
\definecolor{lightsteelblue}{rgb}{0.690196078431,0.76862745098,0.870588235294}
\definecolor{LightYellow}{rgb}{1.0,1.0,0.878431372549}
\definecolor{lightyellow}{rgb}{1.0,1.0,0.878431372549}
\definecolor{Lime}{rgb}{0.0,1.0,0.0}
\definecolor{lime}{rgb}{0.0,1.0,0.0}
\definecolor{LimeGreen}{rgb}{0.196078431373,0.803921568627,0.196078431373}
\definecolor{limegreen}{rgb}{0.196078431373,0.803921568627,0.196078431373}
\definecolor{Linen}{rgb}{0.980392156863,0.941176470588,0.901960784314}
\definecolor{linen}{rgb}{0.980392156863,0.941176470588,0.901960784314}
\definecolor{Magenta}{rgb}{1.0,0.0,1.0}
%\definecolor{magenta}{rgb}{1.0,0.0,1.0}
\definecolor{Maroon}{rgb}{0.501960784314,0.0,0.0}
\definecolor{maroon}{rgb}{0.501960784314,0.0,0.0}
\definecolor{MediumAquaMarine}{rgb}{0.4,0.803921568627,0.666666666667}
\definecolor{mediumaquamarine}{rgb}{0.4,0.803921568627,0.666666666667}
\definecolor{MediumBlue}{rgb}{0.0,0.0,0.803921568627}
\definecolor{mediumblue}{rgb}{0.0,0.0,0.803921568627}
\definecolor{MediumOrchid}{rgb}{0.729411764706,0.333333333333,0.827450980392}
\definecolor{mediumorchid}{rgb}{0.729411764706,0.333333333333,0.827450980392}
\definecolor{MediumPurple}{rgb}{0.576470588235,0.439215686275,0.847058823529}
\definecolor{mediumpurple}{rgb}{0.576470588235,0.439215686275,0.847058823529}
\definecolor{MediumSeaGreen}{rgb}{0.235294117647,0.701960784314,0.443137254902}
\definecolor{mediumseagreen}{rgb}{0.235294117647,0.701960784314,0.443137254902}
\definecolor{MediumSlateBlue}{rgb}{0.482352941176,0.407843137255,0.933333333333}
\definecolor{mediumslateblue}{rgb}{0.482352941176,0.407843137255,0.933333333333}
\definecolor{MediumSpringGreen}{rgb}{0.0,0.980392156863,0.603921568627}
\definecolor{mediumspringgreen}{rgb}{0.0,0.980392156863,0.603921568627}
\definecolor{MediumTurquoise}{rgb}{0.282352941176,0.819607843137,0.8}
\definecolor{mediumturquoise}{rgb}{0.282352941176,0.819607843137,0.8}
\definecolor{MediumVioletRed}{rgb}{0.780392156863,0.0823529411765,0.521568627451}
\definecolor{mediumvioletred}{rgb}{0.780392156863,0.0823529411765,0.521568627451}
\definecolor{MidnightBlue}{rgb}{0.0980392156863,0.0980392156863,0.439215686275}
\definecolor{midnightblue}{rgb}{0.0980392156863,0.0980392156863,0.439215686275}
\definecolor{MintCream}{rgb}{0.960784313725,1.0,0.980392156863}
\definecolor{mintcream}{rgb}{0.960784313725,1.0,0.980392156863}
\definecolor{MistyRose}{rgb}{1.0,0.894117647059,0.882352941176}
\definecolor{mistyrose}{rgb}{1.0,0.894117647059,0.882352941176}
\definecolor{Moccasin}{rgb}{1.0,0.894117647059,0.709803921569}
\definecolor{moccasin}{rgb}{1.0,0.894117647059,0.709803921569}
\definecolor{NavajoWhite}{rgb}{1.0,0.870588235294,0.678431372549}
\definecolor{navajowhite}{rgb}{1.0,0.870588235294,0.678431372549}
\definecolor{Navy}{rgb}{0.0,0.0,0.501960784314}
\definecolor{navy}{rgb}{0.0,0.0,0.501960784314}
\definecolor{OldLace}{rgb}{0.992156862745,0.960784313725,0.901960784314}
\definecolor{oldlace}{rgb}{0.992156862745,0.960784313725,0.901960784314}
\definecolor{Olive}{rgb}{0.501960784314,0.501960784314,0.0}
\definecolor{olive}{rgb}{0.501960784314,0.501960784314,0.0}
\definecolor{OliveDrab}{rgb}{0.419607843137,0.556862745098,0.137254901961}
\definecolor{olivedrab}{rgb}{0.419607843137,0.556862745098,0.137254901961}
\definecolor{Orange}{rgb}{1.0,0.647058823529,0.0}
\definecolor{orange}{rgb}{1.0,0.647058823529,0.0}
\definecolor{OrangeRed}{rgb}{1.0,0.270588235294,0.0}
\definecolor{orangered}{rgb}{1.0,0.270588235294,0.0}
\definecolor{Orchid}{rgb}{0.854901960784,0.439215686275,0.839215686275}
\definecolor{orchid}{rgb}{0.854901960784,0.439215686275,0.839215686275}
\definecolor{PaleGoldenRod}{rgb}{0.933333333333,0.909803921569,0.666666666667}
\definecolor{palegoldenrod}{rgb}{0.933333333333,0.909803921569,0.666666666667}
\definecolor{PaleGreen}{rgb}{0.596078431373,0.98431372549,0.596078431373}
\definecolor{palegreen}{rgb}{0.596078431373,0.98431372549,0.596078431373}
\definecolor{PaleTurquoise}{rgb}{0.686274509804,0.933333333333,0.933333333333}
\definecolor{paleturquoise}{rgb}{0.686274509804,0.933333333333,0.933333333333}
\definecolor{PaleVioletRed}{rgb}{0.847058823529,0.439215686275,0.576470588235}
\definecolor{palevioletred}{rgb}{0.847058823529,0.439215686275,0.576470588235}
\definecolor{PapayaWhip}{rgb}{1.0,0.937254901961,0.835294117647}
\definecolor{papayawhip}{rgb}{1.0,0.937254901961,0.835294117647}
\definecolor{PeachPuff}{rgb}{1.0,0.854901960784,0.725490196078}
\definecolor{peachpuff}{rgb}{1.0,0.854901960784,0.725490196078}
\definecolor{Peru}{rgb}{0.803921568627,0.521568627451,0.247058823529}
\definecolor{peru}{rgb}{0.803921568627,0.521568627451,0.247058823529}
\definecolor{Pink}{rgb}{1.0,0.752941176471,0.796078431373}
\definecolor{pink}{rgb}{1.0,0.752941176471,0.796078431373}
\definecolor{Plum}{rgb}{0.866666666667,0.627450980392,0.866666666667}
\definecolor{plum}{rgb}{0.866666666667,0.627450980392,0.866666666667}
\definecolor{PowderBlue}{rgb}{0.690196078431,0.878431372549,0.901960784314}
\definecolor{powderblue}{rgb}{0.690196078431,0.878431372549,0.901960784314}
\definecolor{Purple}{rgb}{0.501960784314,0.0,0.501960784314}
\definecolor{purple}{rgb}{0.501960784314,0.0,0.501960784314}
\definecolor{Red}{rgb}{1.0,0.0,0.0}
%\definecolor{red}{rgb}{1.0,0.0,0.0}
\definecolor{RosyBrown}{rgb}{0.737254901961,0.560784313725,0.560784313725}
\definecolor{rosybrown}{rgb}{0.737254901961,0.560784313725,0.560784313725}
\definecolor{RoyalBlue}{rgb}{0.254901960784,0.411764705882,0.882352941176}
\definecolor{royalblue}{rgb}{0.254901960784,0.411764705882,0.882352941176}
\definecolor{SaddleBrown}{rgb}{0.545098039216,0.270588235294,0.0745098039216}
\definecolor{saddlebrown}{rgb}{0.545098039216,0.270588235294,0.0745098039216}
\definecolor{Salmon}{rgb}{0.980392156863,0.501960784314,0.447058823529}
\definecolor{salmon}{rgb}{0.980392156863,0.501960784314,0.447058823529}
\definecolor{SandyBrown}{rgb}{0.956862745098,0.643137254902,0.376470588235}
\definecolor{sandybrown}{rgb}{0.956862745098,0.643137254902,0.376470588235}
\definecolor{SeaGreen}{rgb}{0.180392156863,0.545098039216,0.341176470588}
\definecolor{seagreen}{rgb}{0.180392156863,0.545098039216,0.341176470588}
\definecolor{SeaShell}{rgb}{1.0,0.960784313725,0.933333333333}
\definecolor{seashell}{rgb}{1.0,0.960784313725,0.933333333333}
\definecolor{Sienna}{rgb}{0.627450980392,0.321568627451,0.176470588235}
\definecolor{sienna}{rgb}{0.627450980392,0.321568627451,0.176470588235}
\definecolor{Silver}{rgb}{0.752941176471,0.752941176471,0.752941176471}
\definecolor{silver}{rgb}{0.752941176471,0.752941176471,0.752941176471}
\definecolor{SkyBlue}{rgb}{0.529411764706,0.807843137255,0.921568627451}
\definecolor{skyblue}{rgb}{0.529411764706,0.807843137255,0.921568627451}
\definecolor{SlateBlue}{rgb}{0.41568627451,0.352941176471,0.803921568627}
\definecolor{slateblue}{rgb}{0.41568627451,0.352941176471,0.803921568627}
\definecolor{SlateGray}{rgb}{0.439215686275,0.501960784314,0.564705882353}
\definecolor{slategray}{rgb}{0.439215686275,0.501960784314,0.564705882353}
\definecolor{Snow}{rgb}{1.0,0.980392156863,0.980392156863}
\definecolor{snow}{rgb}{1.0,0.980392156863,0.980392156863}
\definecolor{SpringGreen}{rgb}{0.0,1.0,0.498039215686}
\definecolor{springgreen}{rgb}{0.0,1.0,0.498039215686}
\definecolor{SteelBlue}{rgb}{0.274509803922,0.509803921569,0.705882352941}
\definecolor{steelblue}{rgb}{0.274509803922,0.509803921569,0.705882352941}
\definecolor{Tan}{rgb}{0.823529411765,0.705882352941,0.549019607843}
\definecolor{tan}{rgb}{0.823529411765,0.705882352941,0.549019607843}
\definecolor{Teal}{rgb}{0.0,0.501960784314,0.501960784314}
\definecolor{teal}{rgb}{0.0,0.501960784314,0.501960784314}
\definecolor{Thistle}{rgb}{0.847058823529,0.749019607843,0.847058823529}
\definecolor{thistle}{rgb}{0.847058823529,0.749019607843,0.847058823529}
\definecolor{Tomato}{rgb}{1.0,0.388235294118,0.278431372549}
\definecolor{tomato}{rgb}{1.0,0.388235294118,0.278431372549}
\definecolor{Turquoise}{rgb}{0.250980392157,0.878431372549,0.81568627451}
\definecolor{turquoise}{rgb}{0.250980392157,0.878431372549,0.81568627451}
\definecolor{Violet}{rgb}{0.933333333333,0.509803921569,0.933333333333}
\definecolor{violet}{rgb}{0.933333333333,0.509803921569,0.933333333333}
\definecolor{Wheat}{rgb}{0.960784313725,0.870588235294,0.701960784314}
\definecolor{wheat}{rgb}{0.960784313725,0.870588235294,0.701960784314}
\definecolor{White}{rgb}{1.0,1.0,1.0}
%\definecolor{white}{rgb}{1.0,1.0,1.0}
\definecolor{WhiteSmoke}{rgb}{0.960784313725,0.960784313725,0.960784313725}
\definecolor{whitesmoke}{rgb}{0.960784313725,0.960784313725,0.960784313725}
\definecolor{Yellow}{rgb}{1.0,1.0,0.0}
%\definecolor{yellow}{rgb}{1.0,1.0,0.0}
\definecolor{YellowGreen}{rgb}{0.603921568627,0.803921568627,0.196078431373}
\definecolor{yellowgreen}{rgb}{0.603921568627,0.803921568627,0.196078431373}

\definecolor{shadecolor}{gray}{0.9}
\definecolor{mydarkgreen}{rgb}{0.0,0.5625,0.0} 
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\begin{small}
Auf den folgenden Seiten stehen für alle Bilder die Quellen, Autoren und Lizenzen. Das Verzeichnis wurde erstellt mit Hilfe der \myhref{http://de.wikipedia.org/wiki/MediaWiki}{Wikimedia-Software} und an Layout und Gliederung dieses Buches angepasst.

Zu den Lizenzen gibt es hier weitere Informationen:

\begin{itemize}
\item GNU Free Documentation License (GFDL). Text dieser Lizenz: \newline{}\url{http://www.gnu.org/licenses/old-licenses/gpl-1.0.txt}

\item GNU General Public License Version 2 (GPL). Text dieser Lizenz: \newline{}\url{http://www.gnu.org/licenses/gpl-2.0.txt} 

\item Creative Commons Attribution ShareAlike 1.0 License (cc-by-sa-1.0). Text dieser Lizenz: \newline{}\url{http://creativecommons.org/licenses/by-sa/1.0/} 

\item Creative Commons Attribution ShareAlike 2.0 License (cc-by-sa-2.0). Damit werden auch die Versionen f\"ur andere Sprachen bezeichnet. Text der englischen Version: \newline{}\url{http://creativecommons.org/licenses/by-sa/2.0/}

\item Creative Commons Attribution ShareAlike 2.5 License (cc-by-sa-2.5). Text dieser Lizenz:\newline{}\url{http://creativecommons.org/licenses/by-sa/2.5/}

\item Creative Commons Attribution ShareAlike 3.0 License (cc-by-sa-3.0). Text dieser Lizenz:\newline{}\url{http://creativecommons.org/licenses/by-sa/3.0/}

\item Creative Commons Attribution 2.0 License (cc-by-2.0). Damit werden auch die Versionen f\"ur andere Sprachen bezeichnet. Text der englischen Version:\newline{}\url{http://creativecommons.org/licenses/by/2.0/}

\item Creative Commons Attribution 2.5 License (cc-by-2.5). Text dieser Lizenz:\newline{}\url{http://creativecommons.org/licenses/by/2.5/deed.en}

\item Creative Commons Attribution 3.0 License (cc-by-3.0). Text dieser Lizenz:\newline{}\url{http://creativecommons.org/licenses/by/2.5/deed.en}

\item Public Domain (PD): This image is in the public domain. Dieses Bild ist gemeinfrei.

\item ATTR:  The copyright holder of this file allows anyone to use it for any purpose, provided that the copyright holder is properly attributed. Redistribution, derivative work, commercial use, and all other use is permitted. 

\item EURO: This is the common (reverse) face of a euro coin. The copyright on the design of the common face of the euro coins belongs to the European Commission. Authorised is reproduction in a format without relief (drawings, paintings, films) provided they are not detrimental to the image of the euro.
\end{itemize}

Den an weiteren Einzelheiten interessierten Leser verweisen wir auf die Onlineversion dieses Buches und die Beschreibungsseiten der Dateien.

\end{small}
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\chapter{Zu diesem Buch}
\section{Hinweise zu den Lizenzen}
\label{Lizenzhinweise}

Dieses Werk ist entstanden bei \myhref{http://de.wikibooks.org/wiki/Einf\%C3\%BChrung_in_SQL}{Wikibooks}, einer Online-Bibliothek im Internet mit Lehr-, Sach- und Fachbüchern. Jeder kann und darf diese Bücher frei nutzen und bearbeiten. Alle Inhalte stehen unter den Lizenzen „Creative Commons Attribution/Share-Alike“ (CC-BY-SA 3.0) und GNU-Lizenz für freie Dokumentation (GFDL). 

Das Konvertierungsprogramm \myhref{http://de.wikibooks.org/wiki/Benutzer:Dirk_Huenniger/wb2pdf}{wb2pdf} steht unter GNU General Public License (GPL).

Das Textsatzprogramm \myhref{http://de.wikipedia.org/wiki/LaTeX} {\LaTeX{}} steht unter der LaTeX Project Public License (LPPL).

Hinweise zur Nutzung und für Zitate sind zu finden unter:
\begin{itemize}
\item Originalversion der Lizenz CC-BY-SA 3.0 \newline \url{http://creativecommons.org/licenses/by-sa/3.0}
\item Deutsche Version der Lizenz mit Ergänzungen \newline{} \url{http://creativecommons.org/licenses/by-sa/3.0/deed.de}
\item Originalversion der Lizenz GFDL \newline{} \url{http://www.gnu.org/copyleft/fdl.html}
\item Originalversion der Lizenz GPL \newline{} \url{http://www.gnu.org/licenses/gpl-3.0.html}
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\label{1}\chapter{Atoms}
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\label{2}\section{What does an atom look like?}
\label{3}
\subsection{Like this?}
\label{4}
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None of these images depicts an atom {\itshape as it is}. This is because it is impossible to even visualize an atom {\itshape as it is}. Whereas the best you can do with the images in the first row is to erase them from your memory, they represent a way of viewing the atom that is too simplified for the way we want to start thinking about it, the eight fuzzy images in the next row deserve scrutiny. Each represents an aspect of a stationary state of atomic hydrogen. You see neither the nucleus (a proton) nor the electron. What you see is a fuzzy position. To be precise, what you see is a cloud-{}like blur, which is symmetrical about the vertical axis, and which represents the atom\textquotesingle{}s internal relative position — the position of the electron relative to the proton {\itshape or} the position of the proton relative to the electron.

\begin{myitemize}
\item{}  What is the {\itshape state} of an atom?
\item{}  What is a {\itshape stationary} state?
\item{}  What exactly is a {\itshape fuzzy} position?
\item{}  How does such a blur represent the atom\textquotesingle{}s internal relative position?
\item{}  Why can we not describe the atom\textquotesingle{}s internal relative position {\itshape as it is}?
\end{myitemize}

\section{Quantum states}
\label{6}
In quantum mechanics, {\bfseries \myhref{http://en.wikipedia.org/wiki/Quantum\%20state}{states}} are probability algorithms. We use them to calculate the probabilities of the possible outcomes of \myhref{http://en.wikipedia.org/wiki/Measurement\%20in\%20quantum\%20mechanics}{measurements} on the basis of actual measurement outcomes. A quantum state takes as its input
\begin{myitemize}
\item{}  one or several measurement outcomes,
\item{}  a measurement M,
\item{}  the time of M,
\end{myitemize}


and it yields as its output the probabilities of the possible outcomes of M.

A quantum state is called {\bfseries stationary} if the probabilities it assigns are independent of the time of the measurement to the possible outcomes of which they are assigned.

From the mathematical point of view, each blur represents a \myhref{http://en.wikipedia.org/wiki/Probability\%20density\%20function}{density function} {$\rho(\boldsymbol{r})$}. Imagine a small region {$R$} like the little box inside the first blur. And suppose that this is a region of the (mathematical) space of positions relative to the proton. If you integrate {$\rho(\boldsymbol{r})$} over {$R,$} you obtain the probability {$p\,(R)$} of finding the electron in {$R,$} {\itshape provided} that the appropriate measurement is made:
\begin{myquote}
\item{} \begin{equation*}p\,(R)=\int_R\rho(\boldsymbol{r})\,d^3\boldsymbol{r}.\end{equation*}
\end{myquote}

\symbol{34}Appropriate\symbol{34} here means capable of ascertaining the truth value of the proposition \symbol{34}the electron is in {$R$}\symbol{34}, the possible truth values being \symbol{34}true\symbol{34} or \symbol{34}false\symbol{34}. What we see in each of the following images is a surface of constant probability density.
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Now imagine that the appropriate measurement is made. {\itshape Before} the measurement, the electron is neither inside {$R$} nor outside {$R$}. If it were inside, the probability of finding it outside would be zero, and if it were outside, the probability of finding it inside would be zero. {\itshape After} the measurement, on the other hand, the electron is either inside or outside {$R.$}

Conclusions:
\begin{myitemize}
\item{}  Before the measurement, the proposition \symbol{34}the electron is in {$R$}\symbol{34} is neither true nor false; it lacks a (definite) \myhref{http://en.wikipedia.org/wiki/Truth\%20value}{truth value}. 
\item{}  A measurement generally changes the state of the system on which it is performed.
\end{myitemize}


As mentioned before, probabilities are assigned not only {\itshape to} measurement outcomes but also {\itshape on the basis of} measurement outcomes. Each density function {$\rho_{nlm}$} serves to assign probabilities to the possible outcomes of a measurement of the position of the electron relative to the proton. And in each case the assignment is based on the outcomes of a simultaneous measurement of three observables: the atom\textquotesingle{}s energy (specified by the value of the principal quantum number {$n$}), its total \myhref{http://en.wikipedia.org/wiki/Angular_momentum\%23Angular_momentum_in_quantum_mechanics}{angular momentum} {$l$} (specified by a letter, here {\itshape p}, {\itshape d}, or {\itshape f}), and the vertical component of its angular momentum {$m$}.
\section{Fuzzy observables}
\label{7}
We say that an observable {$Q$} with a finite or countable number of possible values {$q_k$} is {\bfseries fuzzy} (or that it has a fuzzy value) if and only if at least one of the propositions \symbol{34}The value of {$Q$} is {$q_k$}\symbol{34} lacks a truth value. This is equivalent to the following necessary and sufficient condition: the probability assigned to at least one of the values {$q_k$} is neither 0 nor 1.

What about observables that are generally described as continuous, like a position?

The description of an observable as \symbol{34}continuous\symbol{34} is potentially misleading. For one thing, we cannot separate an observable and its possible values from a measurement and its possible outcomes, and a measurement with an uncountable set of possible outcomes is not even in principle possible. For another, there is not a single observable called \symbol{34}position\symbol{34}. Different partitions of space define different position measurements with different sets of possible outcomes.

\begin{myitemize}
\item{}  Corollary: The possible outcomes of a position measurement (or the possible values of a position observable) are defined by a partition of space.  They make up a finite or countable set of {\itshape regions} of space. An exact position is therefore neither a possible measurement outcome nor a possible value of a position observable.
\end{myitemize}


So how do those cloud-{}like blurs represent the electron\textquotesingle{}s fuzzy position relative to the proton? Strictly speaking, they graphically represent probability densities in the mathematical space of exact relative positions, rather than fuzzy positions. It is these probability densities that represent fuzzy positions by allowing us to calculate the probability of every possible value of every position observable.

It should now be clear why we cannot describe the atom\textquotesingle{}s internal relative position {\itshape as it is}. To describe a fuzzy observable is to assign probabilities to the possible outcomes of a measurement. But a description that rests on the assumption that a measurement is made, does not describe an observable {\itshape as it is} (by itself, {\itshape regardless of measurements}).
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\chapter{Serious illnesses require drastic remedies}

\myminitoc
\label{9}\section{Planck}
\label{10}
Quantum mechanics began as a desperate measure to get around some spectacular failures of what subsequently came to be known as \myhref{http://en.wikipedia.org/wiki/Classical\%20physics}{classical physics}.

In 1900 \myhref{http://en.wikipedia.org/wiki/Max\%20Planck}{Max Planck} discovered a law that perfectly describes the spectrum of a glowing hot object. \myhref{http://en.wikipedia.org/wiki/Planck\%27s\%20law\%20of\%20black\%20body\%20radiation}{Planck\textquotesingle{}s radiation formula} turned out to be irreconcilable with the physics of his time. (If classical physics were right, you would be blinded by ultraviolet light if you looked at the burner of a stove, aka the \myhref{http://en.wikipedia.org/wiki/UV\%20catastrophe}{UV catastrophe}.) At first, it was just a fit to the data, \symbol{34}a fortuitous guess at an interpolation formula\symbol{34} as Planck himself called it. Only weeks later did it turn out to imply the quantization of energy for the emission of \myhref{http://en.wikipedia.org/wiki/Electromagnetic\%20radiation}{electromagnetic radiation}: the energy {$~E~$} of a \myhref{http://en.wikipedia.org/wiki/Quantum}{quantum} of radiation is proportional to the frequency {$\nu$} of the radiation, the constant of proportionality being \myhref{http://en.wikipedia.org/wiki/Planck\%27s\%20constant}{Planck\textquotesingle{}s constant} {$~h~$}:
\begin{myquote}
\item{} \begin{equation*}~E = h\nu~\end{equation*}
\end{myquote}

We can of course use the \myhref{http://en.wikipedia.org/wiki/Angular\%20frequency}{angular frequency} {$~\omega=2\pi\nu~$} instead of {$\nu$}. Introducing the reduced Planck constant {$~\hbar=h/2\pi~$}, we then have
\begin{myquote}
\item{} \begin{equation*}E = \hbar\omega\end{equation*}
\end{myquote}

\section{Rutherford}
\label{11}
In 1911 \myhref{http://en.wikipedia.org/wiki/Ernest\%20Rutherford}{Ernest Rutherford} proposed a \myhref{http://en.wikipedia.org/wiki/Rutherford\%20model}{model of the atom} based on experiments by \myhref{http://en.wikipedia.org/wiki/Geiger-Marsden\%20experiment}{Geiger and Marsden}. Geiger and Marsden had directed a beam of \myhref{http://en.wikipedia.org/wiki/Alpha\%20particle}{alpha particles} at a thin gold foil. Most of the particles passed the foil more or less as expected, but about one in 8000 bounced back as if it had encountered a much heavier object. In Rutherford\textquotesingle{}s own words this was as incredible as if you fired a 15 inch cannon ball at a piece of tissue paper and it came back and hit you. After analysing the data collected by Geiger and Marsden, Rutherford concluded that the diameter of the atomic nucleus (which contains over 99.9\% of the atom\textquotesingle{}s mass) was less than 0.01\% of the diameter of the entire atom, and he suggested that atomic electrons orbit the nucleus much like planets orbit a star.

The problem of having electrons orbit the nucleus the same way that a planet orbits a star is that classical electromagnetic theory demands that an orbiting electron will radiate away its energy and spiral into the nucleus in about 0.5×10\textsuperscript{-{}10} seconds. This was the worst quantitative failure in the history of physics, under-{}predicting the lifetime of hydrogen by at least forty orders of magnitude! (This figure is based on the experimentally established lower bound on the proton\textquotesingle{}s lifetime.)
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\label{12}
\section{Bohr}
\label{13}
In 1913 \myhref{http://en.wikipedia.org/wiki/Niels\%20Bohr}{Niels Bohr} postulated that the angular momentum {$L$} of an orbiting atomic electron was quantized: its \symbol{34}allowed\symbol{34} values are integral multiples of {$\hbar$}:
\begin{myquote}
\item{} {$L=n\hbar$} where {$n=1,2,3,\dots$}
\end{myquote}

Why quantize angular momentum, rather than any other quantity?
\begin{myitemize}
\item{}  Radiation energy of a given frequency is quantized in multiples of Planck\textquotesingle{}s constant.
\item{}  Planck\textquotesingle{}s constant is measured in the same units as \myhref{http://en.wikipedia.org/wiki/Angular\%20momentum}{angular momentum}.
\end{myitemize}


Bohr\textquotesingle{}s postulate explained not only the stability of atoms but also why the emission and absorption of electromagnetic radiation by atoms is discrete. In addition it enabled him to calculate with remarkable accuracy the spectrum of atomic hydrogen {\mbox{$\text{---}$}} the frequencies at which it is able to emit and absorb light (visible as well as infrared and ultraviolet). The following image shows the visible emission spectrum of atomic hydrogen, which contains four lines of the \myhref{http://en.wikipedia.org/wiki/Balmer\%20series}{Balmer series}.
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Apart from his quantization postulate, Bohr\textquotesingle{}s reasoning at this point remained completely classical. Let\textquotesingle{}s assume with Bohr that the electron\textquotesingle{}s orbit is a circle of radius {$r.$} The speed of the electron is then given by {$v=r\,d\beta/dt,$} and the magnitude of its acceleration by {$a=dv/dt=v\,d\beta/dt.$} Eliminating {$d\beta/dt$} yields {$a=v^2/r.$} In the \myhref{http://en.wikipedia.org/wiki/Centimeter\%20gram\%20second\%20system\%20of\%20units}{cgs system of units}, the magnitude of the \myhref{http://en.wikipedia.org/wiki/Coulomb\%27s\%20law}{Coulomb force} is simply {$F=e^2/r^2,$} where {$e$} is the magnitude of the charge of both the electron and the proton. Via \myhref{http://en.wikipedia.org/wiki/Newton\%27s\%20laws\%20of\%20motion}{Newton\textquotesingle{}s} {$F=ma$} the last two equations yield {$m_ev^2=e^2/r,$} where {$m_e$} is the electron\textquotesingle{}s mass. If we take the proton to be at rest, we obtain {$T=m_ev^2/2=e^2/2r$} for the electron\textquotesingle{}s kinetic energy.

If the electron\textquotesingle{}s potential energy at infinity is set to{\mbox{$~$}}0, then its potential energy {$V$} at a distance {$r$} from the proton is minus the \myhref{http://en.wikipedia.org/wiki/Mechanical\%20work}{work} required to move it from {$r$} to infinity,
\begin{myquote}
\item{} \begin{equation*}V=-\int_r^\infty F(r')\,dr'=-\int_r^\infty{e^2\over(r')^2}\,dr'= +\left[{e^2\over r'}\right]_r^\infty=0-{e^2\over r}.\end{equation*}
\end{myquote}

The total energy of the electron thus is
\begin{myquote}
\item{} \begin{equation*}E=T+V=e^2/2r-e^2/r= -e^2/2r.\end{equation*}
\end{myquote}

We want to express this in terms of the electron\textquotesingle{}s angular momentum {$L=m_evr.$} Remembering that {$m_ev^2=e^2/r,$} and hence {$rm_e^2v^2=m_ee^2,$} and multiplying the numerator {$e^2\,$} by {$m_ee^2$} and the denominator {$2r$} by {$rm_e^2v^2,$} we obtain
\begin{myquote}
\item{} \begin{equation*}E=-{e^2\over2r}=-{m_ee^4\over2m_e^2v^2r^2}=-{m_ee^4\over2L^2}.\end{equation*}
\end{myquote}

Now comes Bohr\textquotesingle{}s break with classical physics: he simply replaced {$L$} by {$n\hbar$}. The \symbol{34}allowed\symbol{34} values for the angular momentum define a series of allowed values for the atom\textquotesingle{}s energy:
\begin{myquote}
\item{} \begin{equation*}E_n=-{1\over n^2}\left({m_ee^4\over2\hbar^2}\right),\quad n=1,2,3,\dots\end{equation*}
\end{myquote}

As a result, the atom can emit or absorb energy only by amounts equal to the absolute values of the differences
\begin{myquote}
\item{} \begin{equation*}\Delta E_{nm}=E_n-E_m=\left({1\over n^2}-{1\over m^2}\right)\,\hbox{Ry},\end{equation*}
\end{myquote}

one \myhref{http://en.wikipedia.org/wiki/Rydberg}{Rydberg} (Ry) being equal to {$m_e e^4/2\hbar^2 = 13.6056923(12)\,\hbox{eV.}$} This is also the \myhref{http://en.wikipedia.org/wiki/Ionization\%20potential}{ionization energy} {$\Delta E_{1\infty}$} of atomic hydrogen {\mbox{$\text{---}$}} the energy needed to completely remove the electron from the proton. Bohr\textquotesingle{}s predicted value was found to be in excellent agreement with the measured value.

Using two of the above expressions for the atom\textquotesingle{}s energy and solving for {$r,$} we obtain {$r = n^2\hbar^2/m_ee^2.$} For the ground state {$(n=1)$} this is the \myhref{http://en.wikipedia.org/wiki/Bohr\%20radius}{Bohr radius of the hydrogen atom}, which equals {$\hbar^2/m_ee^2 = 5.291772108(18)\times10^{-11} m.$} The mature theory yields the same figure but interprets it as the {\itshape most likely} distance from the proton at which the electron would be found if its distance from the proton were measured.
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\label{14}
\section{de Broglie}
\label{15}
In 1923, ten years after Bohr had derived the spectrum of atomic hydrogen by postulating the quantization of angular momentum, \myhref{http://en.wikipedia.org/wiki/Louis\%20de\%20Broglie}{Louis de Broglie} hit on an explanation of why the atom\textquotesingle{}s angular momentum comes in multiples of {$\hbar.$} Since 1905, \myhref{http://en.wikipedia.org/wiki/Albert\%20Einstein}{Einstein} had argued that electromagnetic radiation itself was quantized (and not merely its emission and absorption, as Planck held). If electromagnetic waves can behave like particles (now known as \myhref{http://en.wikipedia.org/wiki/Photon}{photons}), de Broglie reasoned, why cannot electrons behave like waves?

Suppose that the electron in a hydrogen atom is a \myhref{http://en.wikipedia.org/wiki/Standing\%20wave}{standing wave} on what has so far been thought of as the electron\textquotesingle{}s circular orbit. (The \myhref{http://en.wikipedia.org/wiki/Crest\%20\%28physics\%29}{crests, troughs}, and \myhref{http://en.wikipedia.org/wiki/Node\%20\%28physics\%29}{nodes} of a standing wave are stationary.) For such a wave to exist on a circle, the circumference of the latter must be an integral multiple of the \myhref{http://en.wikipedia.org/wiki/Wavelength}{wavelength} {$\lambda$} of the former: {$2\pi r = n\lambda.$}
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\end{longtable}
Einstein had established not only that electromagnetic radiation of frequency {$\nu$} comes in quanta of energy {$E=h\nu$} but also that these quanta carry a momentum {$p=h/\lambda.$} Using this formula to eliminate {$\lambda$} from the condition {$2\pi r = n\lambda,$} one obtains {$pr=n\hbar.$} But {$pr=mvr$} is just the angular momentum {$L$} of a classical electron with an orbit of radius {$r.$} In this way de Broglie derived the condition {$L=n\hbar$} that Bohr had simply postulated.
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\section{Schrödinger}
\label{17}
If the electron is a standing wave, why should it be confined to a circle? After de Broglie\textquotesingle{}s crucial insight that particles are waves of some sort, it took less than three years for the mature quantum theory to be found, not once but twice, by \myhref{http://en.wikipedia.org/wiki/Werner\%20Heisenberg}{Werner Heisenberg} in 1925 and by \myhref{http://en.wikipedia.org/wiki/Erwin\%20Schr\%F6dinger}{Erwin Schrödinger} in 1926. If we let the electron be a standing wave in three dimensions, we have all it takes to arrive at the Schrödinger equation, which is at the heart of the mature theory.

Let\textquotesingle{}s keep to one spatial dimension. The simplest mathematical description of a wave of \myhref{http://en.wikipedia.org/wiki/wavenumber}{angular wavenumber} {$k=2\pi/\lambda$} and \myhref{http://en.wikipedia.org/wiki/Angular\%20frequency}{angular frequency} {$\omega = 2\pi/T = 2\pi\nu$} (at any rate, if you are familiar with \myhref{http://en.wikipedia.org/wiki/Complex\%20number}{complex numbers}) is the function
\begin{myquote}
\item{} $\text{ }$\newline{}
{$\psi(x,t) = e^{i(kx-\omega t)}.$}
\end{myquote}

Let\textquotesingle{}s express the \myhref{http://en.wikipedia.org/wiki/Phase\%20\%28waves\%29}{phase} {$\phi(x,t) = kx-\omega t$} in terms of the electron\textquotesingle{}s energy {$E=h\nu=\hbar\omega$} and momentum {$p=h/\lambda=\hbar k:$}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$\psi(x,t)=e^{i(px-Et)/\hbar}.$}
\end{myquote}

The \myhref{http://en.wikipedia.org/wiki/Partial\%20derivative}{partial derivatives} with respect to {$x$} and {$t$} are
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ {\partial\psi\over\partial x}={i\over\hbar}p\psi\quad\hbox{and}\quad {\partial\psi\over\partial t}=-{i\over\hbar}E\psi. $}
\end{myquote}

We also need the second partial derivative of {$\psi$} with respect to {$x$}:
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ {\partial^2\psi\over\partial x^2} = \left({ip\over\hbar}\right)^2\psi. $}
\end{myquote}

We thus have
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ E\psi=i\hbar{\partial\psi\over\partial t},\quad p\psi=-i\hbar{\partial\psi\over\partial x},\quad\hbox{and}\quad p^2\psi=-\hbar^2{\partial^2\psi\over\partial x^2}. $}
\end{myquote}

In non-{}relativistic \myhref{http://en.wikipedia.org/wiki/Classical\%20physics}{classical physics} the \myhref{http://en.wikipedia.org/wiki/Kinetic\%20energy}{{\itshape kinetic} energy} and the {\itshape kinetic} momentum {$p$} of a \myhref{http://en.wikipedia.org/wiki/Free\%20particle}{free particle} are related via the \myhref{http://en.wikipedia.org/wiki/Dispersion\%20relation}{dispersion relation}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$E=p^2/2m.$}
\end{myquote}

This relation also holds in non-{}relativistic quantum physics. Later you will learn why.

In three spatial dimensions, {$p$} is the magnitude of a vector {$\textbf{p}$}. If the particle also has a potential energy {$V (\textbf{r},t)$} and a potential momentum {$\textbf{A}(\textbf{r},t)$} (in which case it is {\itshape not} free), and if {$E$} and {$\textbf{p}$} stand for the particle\textquotesingle{}s {\itshape total} energy and {\itshape total} momentum, respectively, then the dispersion relation is
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ E-V = (\textbf{p}-\textbf{A})^2/2m. $}
\end{myquote}

By the square of a vector {$\textbf{v}$} we mean the \myhref{http://en.wikipedia.org/wiki/Dot\%20product}{dot (or scalar) product} {$\textbf{v} \cdot \textbf{v}$}. Later you will learn why we represent possible influences on the motion of a particle by such \myhref{http://en.wikipedia.org/wiki/Field\%20\%28physics\%29}{fields} as {$V(\textbf{r},t)$} and {$\textbf{A}(\textbf{r},t).$}

Returning to our fictitious world with only one spatial dimension, allowing for a potential energy {$V(x,t)$}, substituting the  \myhref{http://en.wikipedia.org/wiki/Differential\%20operator}{differential operators} {$i\hbar{\partial\over\partial t}$} and {$-\hbar^2 {\partial^2\over\partial x^2}$} for {$E$} and {$p^2$} in the resulting dispersion relation, and applying both sides of the resulting operator equation to {$\psi,$} we arrive at the one-{}dimensional (time-{}dependent) {\bfseries Schrödinger equation}:
\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ i\hbar{\partial\psi\over\partial t}=-{\hbar^2\over2m}{\partial^2\psi\over\partial x^2}+V\psi $} 
\end{longtable}

In three spatial dimensions and with both potential energy {$V(\textbf{r},t)$} and potential momentum {$\textbf{A}(\textbf{r},t)$} present, we proceed from the relation {$E-V = (\textbf{p}-\textbf{A})^2/2m,$} substituting {$i\hbar{\partial\over\partial t}$} for {$E$} and {$-i\hbar{\partial\over\partial\textbf{r}}$} for {$\textbf{p}.$} The differential operator {${\partial\over\partial\textbf{r}}$} is a vector whose components are the differential operators {$\left({\partial\psi\over\partial x},{\partial\psi\over\partial y},{\partial\psi\over\partial z}\right).$} The result:
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ i\hbar{\partial\psi\over\partial t} = \frac{1}{2m} \left(-i\hbar{\partial\over\partial\textbf{r}} - \textbf{A}\right)^2\psi + V\psi, $}
\end{myquote}

where {$\psi$} is now a function of {$\textbf{r}=(x,y,z)$} and {$t.$} This is the three-{}dimensional {\bfseries Schrödinger equation}. In non-{}relativistic investigations (to which the Schrödinger equation is confined) the potential momentum can generally be ignored, which is why the \myhref{http://en.wikipedia.org/wiki/Schr\%F6dinger\%20equation}{Schrödinger equation} is often given this form:
\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ i\hbar{\partial\psi\over\partial t}=-{\hbar^2\over2m} \left({\partial^2\psi\over\partial x^2} + {\partial^2\psi\over\partial y^2} + {\partial^2\psi\over\partial z^2}\right)+V\psi $} 
\end{longtable}

The {\itshape free} Schrödinger equation (without even the potential energy term) is satisfied by {$\psi(x,t) = e^{i(kx-\omega t)}$} (in one dimension) or {$\psi(\textbf{r},t) = e^{i(\mathbf{k}\cdot\mathbf{r}-\omega t)}$} (in three dimensions) {\itshape provided that} {$E=\hbar{\omega}$} equals {$p^2/2m=(\hbar k)^2/ 2m,$} which is to say: {$\omega(k)=\hbar k^2/2m.$} However, since we are dealing with a \myhref{http://en.wikipedia.org/wiki/Differential\%20equation}{homogeneous linear differential equation} — which tells us that solutions may be added and/or multiplied by an arbitrary constant to yield additional solutions — any function of the form
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \psi(x,t) = {1\over\sqrt{2\pi}}\int \overline{\psi}(k)\,e^{i[kx-\omega(k)t]}dk= {1\over\sqrt{2\pi}}\int \overline{\psi}(k,t)\,e^{ikx}dk $}
\end{myquote}

with {$\overline{\psi}(k,t) = \overline{\psi}(k) e^{-i\omega(k)t}$} solves the (one-{}dimensional) Schrödinger equation. If no integration boundaries are specified, then we integrate over the \myhref{http://en.wikipedia.org/wiki/Real\%20line}{real line}, i.e., the integral is defined as the limit {$\lim_{L\rightarrow\infty}\int_{-L}^{+L}.$} The converse also holds: every solution is of this form. The factor in front of the integral is present for purely cosmetic reasons, as you will realize presently. {$\overline{\psi} (k,t)$} is the \myhref{http://en.wikipedia.org/wiki/Fourier\%20transform}{Fourier transform} of {$\psi(x,t),$} which means that
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \overline{\psi}(k,t)={1\over\sqrt{2\pi}}\int \psi(x,t)\,e^{-ikx}dx. $}
\end{myquote}

The Fourier transform of {$\psi(x,t)$} exists because the integral {$\int|\psi(x,t)|dx$} is finite. In the \mylref{18}{next section} we will come to know the physical reason why this integral is finite.

So now we have a condition that every electron \symbol{34}wave function\symbol{34} must satisfy in order to satisfy the appropriate dispersion relation. If this (and hence the Schrödinger equation) contains either or both of the \myhref{http://en.wikipedia.org/wiki/Potential}{potentials} {$\textbf{V}$} and {$\textbf{A}$}, then finding solutions can be tough. As a budding quantum mechanician, you will spend a considerable amount of time learning to solve the Schrödinger equation with various potentials.
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\label{18}
\section{Born}
\label{19}
In the same year that Erwin Schrödinger published the equation that now bears his name, the nonrelativistic theory was completed by \myhref{http://en.wikipedia.org/wiki/Max\%20Born}{Max Born\textquotesingle{}s} insight that the Schrödinger \myhref{http://en.wikipedia.org/wiki/Wavefunction}{wave function}  {$\psi(\mathbf{r},t)$} is actually nothing but a tool for calculating probabilities, and that the probability of detecting a particle \symbol{34}described by\symbol{34} {$\psi(\mathbf{r},t)$} in a region of space {$R$} is given by the \myhref{http://en.wikipedia.org/wiki/Volume\%20integral}{volume integral}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \int_R|\psi(t,\mathbf{r})|^2\,d^3r=\int_R\psi^*\psi\,d^3r $}
\end{myquote}

— provided that the appropriate measurement is made, in this case a test for the particle\textquotesingle{}s presence in {$R$}. Since the probability of finding the particle {\itshape somewhere} (no matter where) has to be{\mbox{$~$}}1, only a \myhref{http://en.wikipedia.org/wiki/Integrable\%20function}{square integrable} function can \symbol{34}describe\symbol{34} a particle. This rules out {$\psi(\mathbf{r}) = e^{i\mathbf{k}\cdot\mathbf{r}},$} which is not square integrable. In other words, no particle can have a momentum so sharp as to be given by {$\hbar$} times a \myhref{http://en.wikipedia.org/wiki/Wave\%20vector}{wave vector} {$\mathbf{k}$}, rather than by a genuine probability distribution over different momenta.

Given a probability density function {$|\psi(x)|^2$}, we can define the \myhref{http://en.wikipedia.org/wiki/Expected\%20value}{expected value}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \langle x\rangle=\int |\psi(x)|^2\,x\,dx=\int \psi^*\,x\,\psi\,dx $}
\end{myquote}

and the \myhref{http://en.wikipedia.org/wiki/Standard\%20deviation}{standard deviation}{\mbox{$~$}} {$\Delta x = \sqrt{\int |\psi|^2(x-\langle x\rangle)^2}$}

as well as higher \myhref{http://en.wikipedia.org/wiki/Moment\%20\%28mathematics\%29}{moments} of {$|\psi(x)|^2$}. By the same token,
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \langle k\rangle=\int \overline{\psi}\,^*\,k\,\overline{\psi}\,dk$} {\mbox{$~$}}and{\mbox{$~$}} {$\Delta k=\sqrt{\int |\overline{\psi}|^2(k-\langle k\rangle)^2}. $}
\end{myquote}

Here is another expression for {$\langle k\rangle:$}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \langle k\rangle=\int \psi^*(x)\left(-i\frac d{dx}\right)\psi(x)\,dx. $}
\end{myquote}

To check that the two expressions are in fact equal, we plug{\mbox{$~$}} {$\psi(x)=(2\pi)^{-1/2}\int \overline{\psi}(k)\,e^{ikx}dk$} {\mbox{$~$}}into the latter expression:
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \langle k\rangle=\frac1{\sqrt{2\pi}}\int \psi^*(x)\left(-i\frac d{dx}\right)\int \overline{\psi}(k)\,e^{ikx}dk\,dx=\frac1{\sqrt{2\pi}}\int \psi^*(x)\int \overline{\psi}(k)\,k\,e^{ikx}dk\,dx. $}
\end{myquote}

Next we replace {$\psi^*(x)$} by {$(2\pi)^{-1/2}\int \overline{\psi}\,^*(k')\,e^{-ik'x}dk'$} {\mbox{$~$}}and shuffle the integrals with the mathematical nonchalance that is common in physics:
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ \langle k\rangle= \int\int \overline{\psi}\,^*(k')\,k\,\overline{\psi}(k) \left[\frac1{2\pi}\int e^{i(k-k')x}dx \right]dk\,dk'. $}
\end{myquote}


The expression in square brackets is a representation of Dirac\textquotesingle{}s \myhref{http://en.wikipedia.org/wiki/Dirac\%20delta\%20function}{delta distribution} {$\delta(k-k'),$} the defining characteristic of which is{\mbox{$~$}} {$\int_{-\infty}^{+\infty} f(x)\,\delta(x)\,dx = f(0)$} {\mbox{$~$}}for any continuous function {$f(x).$} (In case you didn\textquotesingle{}t notice, this proves what was to be proved.)
\section{Heisenberg}
\label{20}
In the same {\itshape annus mirabilis} of quantum mechanics, 1926, \myhref{http://en.wikipedia.org/wiki/Werner\%20Heisenberg}{Werner Heisenberg} proved the so-{}called \myhref{http://en.wikipedia.org/wiki/Uncertainty\%20principle}{\symbol{34}uncertainty\symbol{34} relation}
\begin{myquote}
\item{} $\text{ }$\newline{}
{$\Delta x\,\Delta p \geq \hbar/2. $}
\end{myquote}

Heisenberg spoke of {\itshape Unschärfe}, the literal translation of which is \symbol{34}fuzziness\symbol{34} rather than \symbol{34}uncertainty\symbol{34}. Since the relation {$\Delta x\,\Delta k \geq 1/2$} is a consequence of the fact that {$\psi(x)$} and {$\overline{\psi}(k)$} are related to each other via a \myhref{http://en.wikipedia.org/wiki/Fourier\%20transform}{Fourier transformation}, we leave the proof to the mathematicians. The fuzziness relation for position and momentum follows via {$p=\hbar k$}. It says that the fuzziness of a position (as measured by {$\Delta x$}{\mbox{$~$}}) and the fuzziness of the corresponding momentum (as measured by {$\Delta p=\hbar\Delta k$}{\mbox{$~$}}) must be such that their product equals at least {$\hbar/2.$}
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\label{21}

\chapter{The Feynman route to Schrödinger}

\myminitoc
\label{22}
The probabilities of the possible outcomes of measurements performed at a time{\mbox{$~$}}{$t_2$} are determined by the Schrödinger wave function {$\psi(\mathbf{r},t_2)$}. The wave function {$\psi(\mathbf{r},t_2)$} is determined via the \mylref{16}{Schrödinger equation} by {$\psi(\mathbf{r},t_1).$} What determines {$\psi(\mathbf{r},t_1)$}{\mbox{$~$}}? Why, the outcome of a measurement performed at {$t_1$} — what else? Actual measurement outcomes determine the probabilities of possible measurement outcomes.
\section{Two rules}
\label{23}
In this chapter we develop the quantum-{}mechanical probability algorithm from two fundamental rules. To begin with, two definitions:

\begin{myitemize}
\item{}  {\bfseries Alternatives} are possible sequences of measurement outcomes.
\item{}  With each alternative is associated a \myhref{http://en.wikipedia.org/wiki/Complex\%20number}{complex number} called {\bfseries amplitude}.
\end{myitemize}


Suppose that you want to calculate the probability of a possible outcome of a measurement given the actual outcome of an earlier measurement. Here is what you have to do:

\begin{myitemize}
\item{}  Choose any sequence of measurements that may be made in the meantime.
\item{}  Assign an amplitude to each alternative.
\item{}  Apply either of the following rules:
\end{myitemize}


\begin{myquote}
\item{} $\text{ }$\newline{}
 {\bfseries Rule A}: If the intermediate measurements are made (or if it is possible to infer from other measurements what their outcomes would have been if they had been made), first square the absolute values of the amplitudes of the alternatives and then add the results.
\end{myquote}


\begin{myquote}
\item{}  {\bfseries Rule B}: If the intermediate measurements are not made (and if it is not possible to infer from other measurements what their outcomes would have been), first add the amplitudes of the alternatives and then square the absolute value of the result.
\end{myquote}


In subsequent sections we will explore the consequences of these rules for a variety of setups, and we will think about their origin — their {\itshape raison d\textquotesingle{}être}. Here we shall use Rule{\mbox{$~$}}B to determine the interpretation of {$\overline{\psi}(k)$} given Born\textquotesingle{}s probabilistic interpretation of {$\psi(x)$}.

In the so-{}called \symbol{34}continuum normalization\symbol{34}, the unphysical limit of a particle with a sharp momentum {$\hbar k'$} is associated with the wave function
\begin{myquote}
\item{} \begin{equation*} \psi_{k'}(x,t)=\frac1{\sqrt{2\pi}}\int\delta(k-k')\,e^{i[kx-\omega(k)t]}dk= \frac1{\sqrt{2\pi}}\,e^{i[k'x-\omega(k')t]}. \end{equation*}
\end{myquote}

Hence we may write {$\psi(x,t) = \int\overline{\psi}(k)\,\psi_{k}(x,t)\,dk.$}

{$\overline{\psi}(k)$} is the amplitude for the outcome {$\hbar k$} of an infinitely precise momentum measurement. {$\psi_{k}(x,t)$} is the amplitude for the outcome{\mbox{$~$}}{$x$} of an infinitely precise position measurement performed (at time{\mbox{$~$}}t) subsequent to an infinitely precise momentum measurement with outcome {$\hbar k.$} And {$\psi(x,t)$} is the amplitude for obtaining{\mbox{$~$}}{$x$} by an infinitely precise position measurement performed at time{\mbox{$~$}}{$t.$}

The preceding equation therefore tells us that the {\itshape amplitude} for finding{\mbox{$~$}}{$x$} at{\mbox{$~$}}{$t$} is the product of
\begin{myenumerate}
\item{}  the {\itshape amplitude} for the outcome {$\hbar k$} and
\item{}  the {\itshape amplitude} for the outcome {$x$} (at time{\mbox{$~$}}{$t$}) subsequent to a momentum measurement with outcome{\mbox{$~$}}{$\hbar k,$} 
\end{myenumerate}


summed over all values of {$k.$}

Under the conditions stipulated by Rule{\mbox{$~$}}A, we would have instead that the {\itshape probability} for finding {$x$} at {$t$} is the product of
\begin{myenumerate}
\item{}  the {\itshape probability} for the outcome {$\hbar k$} and
\item{}  the {\itshape probability} for the outcome {$x$} (at time{\mbox{$~$}}{$t$}) subsequent to a momentum measurement with outcome{\mbox{$~$}}{$\hbar k,$} 
\end{myenumerate}


summed over all values of {$k.$}

The latter is what we expect on the basis of standard probability theory. But if this holds under the conditions stipulated by Rule{\mbox{$~$}}A, then the same holds with \symbol{34}amplitude\symbol{34} substituted from \symbol{34}probability\symbol{34} under the conditions stipulated by Rule{\mbox{$~$}}B. Hence, given that {$\psi_{k}(x,t)$} and {$\psi(x,t)$} are amplitudes for obtaining the outcome {$x$} in an infinitely precise position measurement, {$\overline{\psi}(k)$} is the amplitude for obtaining the outcome {$\hbar k$} in an infinitely precise momentum measurement.

Notes:
\begin{myenumerate}
\item{}  Since Rule{\mbox{$~$}}B stipulates that the momentum measurement is not actually made, we need not worry about the impossibility of making an infinitely precise momentum measurement.
\item{}  If we refer to {$|\psi(x)|^2$} as \symbol{34}the probability of obtaining the outcome{\mbox{$~$}}{$x,$}\symbol{34} what we mean is that {$|\psi(x)|^2$} {\itshape integrated} over any interval or subset of the \myhref{http://en.wikipedia.org/wiki/Real\%20line}{real line} is the probability of finding our particle in this interval or subset.
\end{myenumerate}
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\label{24}
\section{An experiment with two slits}
\label{25}


\begin{minipage}{0.76500\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/27.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{27}{The setup}
\end{minipage}\vspace{0.75cm}


In this experiment, the final measurement (to the possible outcomes of which probabilities are assigned) is the detection of an electron at the backdrop, by a detector situated at {\bfseries D} ({\bfseries D} being a particular value of {\bfseries x}). The initial measurement outcome, on the basis of which probabilities are assigned, is the launch of an electron by an electron gun {\bfseries G}. (Since we assume that {\bfseries G} is the only source of free electrons, the detection of an electron behind the slit plate also indicates the launch of an electron in front of the slit plate.) The alternatives or possible intermediate outcomes are
\begin{myitemize}
\item{}  the electron went through the left slit ({\bfseries L}),
\item{}  the electron went through the right slit ({\bfseries R}).
\end{myitemize}

The corresponding amplitudes are {$A_L$} and {$A_R.$}

Here is what we need to know in order to calculate them:
\begin{myitemize}
\item{}  {$A_L$} is the product of two complex numbers, for which we shall use the symbols {$\langle D|L\rangle$} and {$\langle L|G\rangle.$}
\item{} By the same token, {$A_R = \langle D|R\rangle\,\langle R|G\rangle.$}
\item{}  The absolute value of {$\langle B|A\rangle$} is inverse proportional to the distance {$d(BA)$} between {\bfseries A} and {\bfseries B}.
\item{}  The phase of {$\langle B|A\rangle$} is proportional to {$d(BA).$}
\end{myitemize}


For obvious reasons {$\langle B|A\rangle$} is known as a {\itshape propagator}.
\subsection{Why product?}
\label{26}
Recall the \mylref{18}{fuzziness (\symbol{34}uncertainty\symbol{34}) relation}, which implies that {$\Delta p\rightarrow\infty$} as {$\Delta x\rightarrow0.$} In this limit the particle\textquotesingle{}s momentum is completely indefinite or, what comes to the same, has no value at all. As a consequence, the probability of finding a particle at{\mbox{$~$}}{\bfseries B}, given that it was last \symbol{34}seen\symbol{34} at{\mbox{$~$}}{\bfseries A}, depends on the initial position{\mbox{$~$}}{\bfseries A} but not on any initial momentum, inasmuch as there is none. Hence whatever the particle does after its detection at{\mbox{$~$}}{\bfseries A} is independent of what it did before then. In probability-{}theoretic terms this means that the particle\textquotesingle{}s propagation from{\mbox{$~$}}{\bfseries G} to{\mbox{$~$}}{\bfseries L} and its propagation from{\mbox{$~$}}{\bfseries L} to{\mbox{$~$}}{\bfseries D} are independent events. So the probability of propagation from{\mbox{$~$}}{\bfseries G} to{\mbox{$~$}}{\bfseries D} via{\mbox{$~$}}{\bfseries L} is the product of the corresponding probabilities, and so the amplitude of propagation from{\mbox{$~$}}{\bfseries G} to{\mbox{$~$}}{\bfseries D} via{\mbox{$~$}}{\bfseries L} is the product {$\langle D|L\,\rangle\langle L|G\rangle$} of the corresponding amplitudes.
\subsection{Why is the absolute value inverse proportional to the distance?}
\label{27} 
Imagine (i) a sphere of radius{\mbox{$~$}}{$r$} whose center is{\mbox{$~$}}{\bfseries A} and (ii){\mbox{$~$}}a detector monitoring a unit area of the surface of this sphere. Since the total surface area is proportional to {$r^2,$} and since for a free particle the probability of detection per unit area is constant over the entire surface (explain why!), the probability of detection per unit area is inverse proportional to{\mbox{$~$}}{$r^2.$} The absolute value of the {\itshape amplitude} of detection per unit area, being the square root of the probability, is therefore inverse proportional to{\mbox{$~$}}{$r.$}
\subsection{Why is the phase proportional to the distance?}
\label{28}
The multiplicativity of successive propagators implies the additivity of their phases. Together with the fact that, in the case of a free particle, the propagator {$\langle B|A\rangle$} (and hence its phase) can only depend on the distance between {\bfseries A} and{\mbox{$~$}}{\bfseries B}, it implies the proportionality of the phase of {$\langle B|A\rangle$} to {$d(BA).$}
\subsection{Calculating the interference pattern}
\label{29}
According to Rule A, the probability of detecting at {\bfseries D} an electron launched at {\bfseries G} is
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ p_A(D) = |\langle D|L\rangle\,\langle L|G\rangle|^2 + |\langle D|R\rangle\,\langle R|G\rangle|^2. $}
\end{myquote}

If the slits are equidistant from {\bfseries G}, then {$\langle L|G\rangle$} and {$\langle R|G\rangle$} are equal and {$p_A(D)$} is proportional to
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ |\langle D|L\rangle|^2+|\langle D|R\rangle|^2 = 1/d^2(DL) + 1/d^2(DR). $}
\end{myquote}

Here is the resulting plot of {$p_A$} against the position{\mbox{$~$}}{$x$} of the detector:


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/28.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{28}{Predicted relative frequency of detection according to Rule A}
\end{minipage}\vspace{0.75cm}



{$p_A(x)$} (solid line) is the sum of two distributions (dotted lines), one for the electrons that went through{\mbox{$~$}}{\bfseries L} and one for the electrons that went through{\mbox{$~$}}{\bfseries R}.

According to Rule B, the probability {$p_B(D)$} of detecting at {\bfseries D} an electron launched at {\bfseries G} is proportional to
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ |\langle D|L\rangle + \langle D|R\rangle|^2 = 1/d^2(DL) + 1/d^2(DR) + 2 \cos(k\Delta)/[d(DL)\,d(DR)], $}
\end{myquote}

where {$\Delta$} is the difference {$d(DR)-d(DL)$} and {$k=p/\hbar$} is the wavenumber, which is sufficiently sharp to be approximated by a number. (And it goes without saying that you should check this result.)

Here is the plot of {$p_B$} against{\mbox{$~$}}{$x$} for a particular set of values for the wavenumber, the distance between the slits, and the distance between the slit plate and the backdrop:
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Observe that near the minima the probability of detection is {\itshape less} if both slits are open than it is if one slit is shut. It is customary to say that destructive interference occurs at the minima and that constructive interference occurs at the maxima, but {\itshape do not} think of this as the description of a physical process. All we mean by \symbol{34}constructive interference\symbol{34} is that a probability calculated according to Rule{\mbox{$~$}}B is greater than the same probability calculated according to Rule{\mbox{$~$}}A, and all we mean by \symbol{34}destructive interference\symbol{34} is that a probability calculated according to Rule{\mbox{$~$}}B is less than the same probability calculated according to Rule{\mbox{$~$}}A.

Here is how an interference pattern builds up over time\myfootnote{A. Tonomura, J. Endo, T. Matsuda, T. Kawasaki, \& H. Ezawa, \symbol{34}Demonstration of single-{}electron buildup of an interference pattern\symbol{34}, American Journal of Physics {\bfseries 57}, 117-{}120, 1989.}:
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\label{30}

\section{Bohm\textquotesingle{}s story}
\label{31}\subsection{Hidden Variables}
\label{32}
Suppose that the conditions stipulated by \mylref{21}{Rule B} are met: there is nothing — no event, no state of affairs, anywhere, anytime — from which the slit taken by an electron can be inferred. Can it be true, in this case,
\begin{myitemize}
\item{}  that each electron goes through a single slit — either {\bfseries L} or {\bfseries R} — and
\item{}  that the behavior of an electron that goes through one slit does not depend on whether the other slit is open or shut?
\end{myitemize}


To keep the language simple, we will say that an electron leaves a mark where it is detected at the backdrop. If each electron goes through a single slit, then the observed distribution of marks when both slits are open is the sum of two distributions, one from electrons that went through {\bfseries L} and one from electrons that went through{\mbox{$~$}}{\bfseries R}:
\begin{myquote}
\item{} \begin{equation*}p_B(x) = p_L(x) + p_R(x)\,\end{equation*}
\end{myquote}


If in addition the behavior of an electron that goes through one slit does not depend on whether the other slit is open or shut, then we can observe {$p_L(x)$} by keeping {\bfseries R} shut, and we can observe {$p_R(x)$} by keeping {\bfseries L} shut. What we observe if {\bfseries R} is shut is the left dashed hump, and what we observed if {\bfseries L} is shut is the right dashed hump:
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Hence if the above two conditions (as well as those stipulated by Rule B) are satisfied, we will see the sum of these two humps. In reality what we see is this:
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Thus all of those conditions cannot be simultaneously satisfied. If Rule B applies, then either it is false that each electron goes through a single slit or the behavior of an electron that goes through one slit does depend on whether the other slit is open or shut.

Which is it?

According to one attempt to make physical sense of the mathematical formalism of quantum mechanics, due to \myhref{http://en.wikipedia.org/wiki/Louis\%2C\%207th\%20duc\%20de\%20Broglie}{Louis de Broglie} and \myhref{http://en.wikipedia.org/wiki/David\%20Bohm}{David Bohm}, each electron goes through a single slit, and the behavior of an electron that goes through one slit depends on whether the other slit is open or shut.

So how does the state of, say, the right slit (open or shut) affect the behavior of an electron that goes through the left slit? In both de Broglie\textquotesingle{}s pilot wave theory and \myhref{http://en.wikipedia.org/wiki/Bohm\%20interpretation}{Bohmian mechanics}, the electron is assumed to be a well-{}behaved particle in the sense that it follows a precise path — its position at any moment is given by three coordinates — and in addition there exists a wave that guides the electron by exerting on it a force. If only one slit is open, this passes through one slit. If both slits are open, this passes through both slits and interferes with itself (in the \symbol{34}classical\symbol{34} sense of interference). As a result, it guides the electrons along wiggly paths that cluster at the backdrop so as to produce the observed interference pattern:
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According to this story, the reason why electrons coming from the same source or slit arrive in different places, is that they start out in slightly different directions and/or with slightly different speeds. If we had exact knowledge of their initial positions and momenta, we could make an exact prediction of each electron\textquotesingle{}s subsequent motion. This, however, is impossible. The \mylref{20}{uncertainty principle } prevents us from making exact predictions of a particle\textquotesingle{}s motion. Hence even though according to Bohm the initial positions and momenta are in possession of precise values, we can never know them.

If positions and momenta have precise values, then why can we not measure them? It used to be said that this is because a measurement exerts an uncontrollable influence on the value of the observable being measured. Yet this merely raises another question: why do measurements exert uncontrollable influences? This may be true for all practical purposes, but the uncertainty principle does not say that {$\Delta x\,\Delta p \geq \hbar/2$} merely holds for all practical purposes. Moreover, it isn\textquotesingle{}t the case that measurements necessarily \symbol{34}disturb\symbol{34} the systems on which they are performed.

The statistical element of quantum mechanics is an essential feature of the theory. The postulate of an underlying determinism, which in order to be consistent with the theory has to be a \myhref{http://en.wikipedia.org/wiki/Crypto}{{\itshape crypto}}-{}determinism, not only adds nothing to our understanding of the theory but also precludes any proper understanding of this essential feature of the theory. There is, in fact, a simple and obvious reason why \myhref{http://en.wikipedia.org/wiki/Hidden\%20variable\%20theory}{hidden variables} are hidden: the reason why they are strictly (rather than merely for all practical purposes) unobservable is that {\itshape they do not exist}.

At one time Einstein insisted that theories ought to be formulated without reference to unobservable quantities. When Heisenberg later mentioned to Einstein that this maxim had guided him in his discovery of the uncertainty principle, Einstein replied something to this effect: \symbol{34}Even if I once said so, it is nonsense.\symbol{34} His point was that before one has a theory, one cannot know what is observable and what is not. Our situation here is different. We have a theory, and this tells in no uncertain terms what is observable and what is not.
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\label{33}

\section{Propagator for a free and stable particle}
\label{34}\subsection{The propagator as a path integral}
\label{35}
Suppose that we make {\bfseries m} intermediate position measurements at fixed intervals of duration{\mbox{$~$}}{$\Delta t.$} Each of these measurements is made with the help of an array of detectors monitoring {\bfseries n} mutually disjoint regions{\mbox{$~$}}{$R_k,$} {$k=1,\dots,n.$} Under the conditions stipulated by {\bfseries Rule{\mbox{$~$}}B}, the \mylref{24}{propagator} {$\langle B|A\rangle$} now equals the sum of amplitudes
\begin{myquote}
\item{} \begin{equation*} \sum_{k_1=1}^n\cdots\sum_{k_m=1}^n\langle B|R_{k_m}\rangle\cdots \langle R_{k_2}|R_{k_1}\rangle\,\langle R_{k_1}|A\rangle. \end{equation*}
\end{myquote}

It is not hard to see what happens in the double limit {$\Delta t\rightarrow 0$} (which implies that {$m\rightarrow\infty$}) and {$n\rightarrow\infty.$} The multiple sum {$\sum_{k_1=1}^n\cdots\sum_{k_m=1}^n$} becomes an integral {$\int\mathcal{DC}$} over continuous spacetime paths from {\bfseries A} to {\bfseries B}, and the amplitude {$\langle B|R_{k_m}\rangle\cdots\langle R_{k_1} |A \rangle$} becomes a complex-{}valued functional {$Z[\mathcal{C}:A\rightarrow B]$} — a complex function of continuous functions representing continuous spacetime paths from {\bfseries A} to{\mbox{$~$}}{\bfseries B}:
\begin{myquote}
\item{} \begin{equation*}\langle B|A\rangle=\int\mathcal{DC}\,Z[\mathcal{C}:A\rightarrow B]\end{equation*}
\end{myquote}

The integral {$\int\mathcal{DC}$} is not your standard \myhref{http://en.wikipedia.org/wiki/Riemann\%20integral}{Riemann integral} {$\int_a^b dx\,f(x),$} to which each infinitesimal interval {$dx$} makes a contribution proportional to the value that {$f(x)$} takes inside the interval, but a \myhref{http://en.wikipedia.org/wiki/Functional\%20integration}{functional or path integral}, to which each \symbol{34}bundle\symbol{34} of paths of infinitesimal width {$\mathcal{DC}$} makes a contribution proportional to the value that {$Z[\mathcal{C}]$} takes inside the bundle.

As it stands, the path integral {$\int\mathcal{DC}$} is just the idea of an idea. Appropriate evalutation methods have to be devised on a more or less case-{}by-{}case basis.
\subsection{A free particle}
\label{36}
Now pick any path {$\mathcal{C}$} from {\bfseries A} to{\mbox{$~$}}{\bfseries B}, and then pick any infinitesimal segment {$d\mathcal{C}$} of{\mbox{$~$}}{$\mathcal{C}$}. Label the start and end points of {$d\mathcal{C}$} by \myhref{http://en.wikipedia.org/wiki/Inertial\%20frame\%20of\%20reference}{inertial coordinates} {$t,x,y,z$} and {$t+dt,x+dx,y+dy,z+dz,$}  respectively. In the general case, the amplitude {$Z(d\mathcal{C})$} will be a function  of {$t,x,y,z$} and {$dt,dx,dy,dz.$} In the case of a free particle, {$Z(d\mathcal{C})$} depends neither on the position of {$d\mathcal{C}$} in spacetime (given by {$t,x,y,z$}) nor on the spacetime orientiaton of {$d\mathcal{C}$} (given by the \myhref{http://en.wikipedia.org/wiki/Four-velocity}{four-{}velocity} {$(c\,dt/ds,dx/ds,dy/ds,dz/ds)$} but only on the \myhref{http://en.wikipedia.org/wiki/Proper\%20time}{proper time} interval {$ds=\sqrt{dt^2-(dx^2+dy^2+dz^2)/c^2}.$}

(Because its norm equals the speed of light, the four-{}velocity depends on three rather than four independent parameters. Together with {$ds,$} they contain the same information as the four independent numbers {$dt,dx,dy,dz.$})

Thus for a free particle {$Z(d\mathcal{C})=Z(ds).$} With this, the \mylref{26}{multiplicativity of successive propagators} tells us that
\begin{myquote}
\item{} \begin{equation*}\prod_j Z(ds_j)=Z\Bigl(\sum_j ds_j\Bigr)\longrightarrow Z\Bigl(\int_\mathcal{C}ds\Bigr)\end{equation*}
\end{myquote}


It follows that there is a complex number {$z$} such that {$Z[\mathcal{C}]=e^{z\,s[\mathcal{C}:A\rightarrow B]},$} where the \myhref{http://en.wikipedia.org/wiki/Line\%20integral}{line integral} {$s[\mathcal{C}:A\rightarrow B]= \int_\mathcal{C}ds$} gives the time that passes on a clock as it travels from {\bfseries A} to {\bfseries B} via{\mbox{$~$}}{$\mathcal{C}.$}
\subsection{A free and stable particle}
\label{37}
By integrating {$\bigl|\langle B|A\rangle\bigr|^2$} (as a function of {$\mathbf{r}_B$}) over the whole of space, we obtain the probability of finding that a particle launched at the spacetime point {$t_A,\mathbf{r}_A$} still exists at the time{\mbox{$~$}}{$t_B.$} For a stable particle this probability equals{\mbox{$~$}}1:
\begin{myquote}
\item{} \begin{equation*} \intd^3r_B\left|\langle t_B,\mathbf{r}_B|t_A,\mathbf{r}_A\rangle\right|^2= \intd^3r_B\left|\int\mathcal{DC}\,e^{z\,s[\mathcal{C}:A\rightarrow B]}\right|^2=1 \end{equation*}
\end{myquote}

If you contemplate this equation with a calm heart and an open mind, you will notice that if the complex number {$z=a+ib$} had a real part {$a\neq0,$} then the integral between the two equal signs would either blow up {$(a>0)$} or drop off {$(a<0)$} exponentially as a function of {$t_B$}, due to the exponential factor {$e^{a\,s[\mathcal{C}]}$}.
\subsection{Meaning of mass}
\label{38}
The propagator for a free and stable particle thus has a single \symbol{34}degree of freedom\symbol{34}: it depends solely on the value of {$b.$} If proper time is measured in seconds, then {$b$} is measured in radians per second. We may think of {$e^{ib\,s},$} with {$s$} a proper-{}time parametrization of {$\mathcal{C},$} as a {\itshape clock} carried by a particle that travels from {\bfseries A} to{\mbox{$~$}}{\bfseries B} via {$\mathcal{C},$} provided we keep in mind that we are thinking of an aspect of the mathematical formalism of quantum mechanics rather than an aspect of the real world.

It is customary
\begin{myitemize}
\item{}  to insert a minus (so the clock actually turns clockwise!): {$Z=e^{-ib\,s[\mathcal{C}]},$}
\item{}  to multiply by {$2\pi$} (so that we may think of {$b$} as the rate at which the clock \symbol{34}ticks\symbol{34} — the number of cycles it completes each second): {$Z=e^{-i\,2\pi\,b\,s[\mathcal{C}]},$}
\item{}  to divide by Planck\textquotesingle{}s constant {$h$} (so that {$b$} is measured in energy units and called the \myhref{http://en.wikipedia.org/wiki/Rest\%20energy}{rest energy} of the particle): {$Z=e^{-i(2\pi/h)\,b\,s[\mathcal{C}]}=e^{-(i/\hbar)\,b\,s[\mathcal{C}]},$}
\item{}  and to multiply by {$c^2$} (so that {$b$} is measured in mass units and called the particle\textquotesingle{}s \myhref{http://en.wikipedia.org/wiki/Invariant\%20mass}{rest mass}): {$Z=e^{-(i/\hbar)\,b\,c^2\,s[\mathcal{C}]}.$}
\end{myitemize}

The purpose of using the same letter {$b$} everywhere is to emphasize that it denotes the same physical quantity, merely measured in different units. If we use \myhref{http://en.wikipedia.org/wiki/Natural\%20units}{natural units} in which {$\hbar=c=1,$} rather than conventional ones, the identity of the various {$b$}\textquotesingle{}s is immediately obvious.
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\label{39}

\section{From quantum to classical}
\label{40}\subsection{Action}
\label{41}
Let\textquotesingle{}s go back to the propagator
\begin{myquote}
\item{} \begin{equation*} \langle B|A\rangle=\int\mathcal{DC}\,Z[\mathcal{C}:A\rightarrow B] . \end{equation*}
\end{myquote}

For a free and stable particle we found that
\begin{myquote}
\item{} \begin{equation*} Z[\mathcal{C}]=e^{-(i/\hbar)\,m\,c^2\,s[\mathcal{C}]},\qquad s[\mathcal{C}]= \int_\mathcal{C}ds, \end{equation*}
\end{myquote}

where {$ds=\sqrt{dt^2-(dx^2+dy^2+dz^2)/c^2}$} is the proper-{}time interval associated with the path element {$d\mathcal{C}$}. For the general case we found that the amplitude {$Z(d\mathcal{C})$} is a function of {$t,x,y,z$} and {$dt,dx,dy,dz$} or, equivalently, of the coordinates {$t,x,y,z$}, the components {$c\,dt/ds, dx/ds, dy/ds, dz/ds$} of the 4-{}velocity, as well as{\mbox{$~$}}{$ds$}. For a particle that is stable but not free, we obtain, by the same argument that led to the above amplitude,
\begin{myquote}
\item{} \begin{equation*} Z[\mathcal{C}]=e^{(i/\hbar)\,S[\mathcal{C}]}, \end{equation*}
\end{myquote}

where we have introduced the functional {$S[\mathcal{C}]=\int_\mathcal{C}dS$}, which goes by the name {\itshape action}.

For a free and stable particle, {$S[\mathcal{C}]$} is the proper time (or proper duration) {$s[\mathcal{C}]=\int_\mathcal{C}ds$} multiplied by {$-mc^2$}, and the infinitesimal action {$dS[d\mathcal{C}]$} is proportional to{\mbox{$~$}}{$ds$}:
\begin{myquote}
\item{} \begin{equation*} S[\mathcal{C}]=-m\,c^2\,s[\mathcal{C}],\qquad dS[d\mathcal{C}]=-m\,c^2\,ds. \end{equation*}
\end{myquote}


Let\textquotesingle{}s recap. We know all about the motion of a stable particle if we know how to calculate the probability{\mbox{$~$}}{$p(B|A)$} (in all circumstances). We know this if we know the amplitude{\mbox{$~$}}{$\langle B|A\rangle$}. We know the latter if we know the functional{\mbox{$~$}}{$Z[\mathcal{C}]$}. And we know this functional if we know the infinitesimal action {$dS(t,x,y,z,dt,dx,dy,dz)$} or {$dS(t,\mathbf{r},dt,d\mathbf{r})$} (in all circumstances).

What do we know about {$dS$}?

The multiplicativity of successive propagators implies the additivity of actions associated with neighboring infinitesimal path segments {$d\mathcal{C}_1$} and {$d\mathcal{C}_2$}. In other words,
\begin{myquote}
\item{} \begin{equation*} e^{(i/\hbar)\,dS(d\mathcal{C}_1+d\mathcal{C}_2)}= e^{(i/\hbar)\,dS(d\mathcal{C}_2)}\, e^{(i/\hbar)\,dS(d\mathcal{C}_1)} \end{equation*}
\end{myquote}

implies
\begin{myquote}
\item{} \begin{equation*} dS(d\mathcal{C}_1+d\mathcal{C}_2)= dS(d\mathcal{C}_1)+ dS(d\mathcal{C}_2). \end{equation*}
\end{myquote}

It follows that the differential {$dS$} is homogeneous (of degree{\mbox{$~$}}1) in the differentials {$dt,d\mathbf{r}$}:
\begin{myquote}
\item{} \begin{equation*} dS(t,\mathbf{r},\lambda\,dt,\lambda\,d\mathbf{r})=\lambda\,dS(t,\mathbf{r},dt,d\mathbf{r}). \end{equation*}
\end{myquote}

This property of {$dS$} makes it possible to think of the action {$S[\mathcal{C}]$} as a (particle-{}specific) length associated with{\mbox{$~$}}{$\mathcal{C}$}, and of{\mbox{$~$}}{$dS$} as defining a (particle-{}specific) spacetime geometry. By substituting {$1/dt$} for {$\lambda$} we get:
\begin{myquote}
\item{} \begin{equation*} dS(t,\mathbf{r},\mathbf{v})=\frac{dS}{dt}. \end{equation*}
\end{myquote}

Something is wrong, isn\textquotesingle{}t it? Since the right-{}hand side is now a finite quantity, we shouldn\textquotesingle{}t use the symbol {$dS$} for the left-{}hand side. What we have actually found is that there is a function {$L(t,\mathbf{r},\mathbf{v})$}, which goes by the name {\itshape Lagrange function}, such that {$dS=L\,dt$}.


\subsection{Geodesic equations}
\label{42}
Consider a spacetime path {$\mathcal{C}$} from {$A$} to {$B.$} Let\textquotesingle{}s change (\symbol{34}vary\symbol{34}) it in such a way that every point{\mbox{$~$}}{$(t,\mathbf{r})$} of {$\mathcal{C}$} gets shifted by an infinitesimal amount to a corresponding point {$(t+\delta t,\mathbf{r}+\delta\mathbf{r}),$} except the end points, which are held fixed: {$\delta t=0$} and {$\delta\mathbf{r}=0$} at both {$A$} and{\mbox{$~$}}{$B.$}

If {$t\rightarrow t+\delta t,$} then {$dt=t_2-t_1\longrightarrow t_2+\delta t_2-(t_1+\delta t_1)= (t_2-t_1)+(\delta t_2-\delta t_1)=dt+d\delta t.$}

By the same token, {$d\mathbf{r}\rightarrow d\mathbf{r} + d\delta\mathbf{r}.$}

In general, the change {$\mathcal{C}\rightarrow\mathcal{C}'$} will cause a corresponding change in the action: {$S[\mathcal{C}]\rightarrow S[\mathcal{C}']\neq S[\mathcal{C}].$} If the action does not change (that is, if it is {\itshape stationary} at{\mbox{$~$}}{$\mathcal{C}$}{\mbox{$~$}}), 
\begin{myquote}
\item{} \begin{equation*} \delta S=\int_{\mathcal{C}'} dS-\int_\mathcal{C} dS=0, \end{equation*}
\end{myquote}

then {$\mathcal{C}$} is a {\itshape geodesic} of the geometry defined by{\mbox{$~$}}{$dS.$} (A function {$f(x)$} is stationary at those values of {$x$} at which its value does not change if {$x$} changes infinitesimally. By the same token we call a functional {$S[\mathcal{C}]$} stationary if its value does not change if {$\mathcal{C}$} changes infinitesimally.)

To obtain a handier way to characterize geodesics, we begin by expanding


\begin{myquote}
\item{} \begin{equation*} dS(\mathcal{C}')=dS(t+\delta t,\mathbf{r}+\delta\mathbf{r},dt+d\delta t,d\mathbf{r}+d\delta\mathbf{r}) \end{equation*}
\item{} \begin{equation*} =dS(t,\mathbf{r},dt,d\mathbf{r})+\frac{\partial dS}{\partial t}\,\delta t+\frac{\partial dS}{\partial\mathbf{r}}\cdot\delta\mathbf{r}+ \frac{\partial dS}{\partial dt}\,d\delta t+\frac{\partial dS}{\partial d\mathbf{r}}\cdot d\delta\mathbf{r}. \end{equation*}
\end{myquote}


This gives us


\begin{myquote}
\item{} \begin{equation*} (^*)\quad\int_{\mathcal{C}'} dS-\int_\mathcal{C} dS=\int_\mathcal{C}\left[{\partial dS\over\partial t}\delta t+ {\partial dS\over\partial\mathbf{r}}\cdot\delta\mathbf{r}+{\partial dS\over\partial dt}d\,\delta t+ {\partial dS\over\partial d\mathbf{r}}\cdot d\,\delta\mathbf{r}\right]. \end{equation*}
\end{myquote}


Next we use the product rule for derivatives,


\begin{myquote}
\item{} \begin{equation*} d\left({\partial dS\over\partial dt}\delta t\right)= \left(d{\partial dS\over\partial dt}\right)\delta t+{\partial dS\over\partial dt}d\,\delta t, \end{equation*}
\item{} \begin{equation*} d\left({\partial dS\over\partial d\mathbf{r}}\cdot\delta\mathbf{r}\right)= \left(d{\partial dS\over\partial d\mathbf{r}}\right)\cdot\delta\mathbf{r}+ {\partial dS\over\partial d\mathbf{r}}\cdot d\,\delta\mathbf{r}, \end{equation*}
\end{myquote}


to replace the last two terms of (*), which takes us to


\begin{myquote}
\item{} \begin{equation*} \delta S=\int\left[\left({\partial dS\over\partial t}-d{\partial dS\over\partial dt}\right)\delta t+\left({\partial dS\over\partial\mathbf{r}}-d{\partial dS\over\partial d\mathbf{r}}\right)\cdot\delta\mathbf{r}\right]+\int d\left({\partial dS\over\partial dt}\delta t+{\partial dS\over\partial d\mathbf{r}}\cdot \delta\mathbf{r}\right). \end{equation*}
\end{myquote}


The second integral vanishes because it is equal to the difference between the values of the expression in brackets at the end points {$A$} and{\mbox{$~$}}{$B,$} where {$\delta t=0$} and {$\delta\mathbf{r}=0.$} If {$\mathcal{C}$} is a geodesic, then the first integral vanishes, too. In fact, in this case {$\delta S=0$} must hold for all possible (infinitesimal) variations {$\delta t$} and{\mbox{$~$}}{$\delta\mathbf{r},$} whence it follows that the {\itshape integrand} of the first integral vanishes. The bottom line is that the geodesics defined by {$dS$} satisfy the {\itshape geodesic equations}
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\subsection{Principle of least action}
\label{43}
If an object travels from {$A$} to {$B,$} it travels along all paths from {$A$} to {$B,$} in the same sense in which an electron goes through both slits. Then how is it that a big thing (such as a planet, a tennis ball, or a mosquito) appears to move along a single well-{}defined path?

There are at least two reasons. One of them is that the bigger an object is, the harder it is to satisfy the conditions stipulated by Rule{\mbox{$~$}}{$B.$} Another reason is that even if these conditions are satisfied, the likelihood of finding an object of mass{\mbox{$~$}}{$m$} where according to the laws of classical physics it should not be, decreases as {$m$} increases.

To see this, we need to take account of the fact that it is strictly impossible to check whether an object that has travelled from {$A$} to{\mbox{$~$}}{$B,$} has done so along a mathematically precise path{\mbox{$~$}}{$\mathcal{C}.$} Let us make the half realistic assumption that what we {\itshape can} check is whether an object has travelled from {$A$} to{\mbox{$~$}}{$B$} within a a narrow bundle of paths — the paths contained in a narrow tube{\mbox{$~$}}{$\mathcal{T}.$} The probability of finding that it has, is the absolute square of the path integral {$I(\mathcal{T})=\int_\mathcal{T}\mathcal{DC} e^{(i/\hbar)S[\mathcal{C}]},$} which sums over the paths contained in{\mbox{$~$}}{$\mathcal{T}.$}

Let us assume that there is exactly one path from {$A$} to{\mbox{$~$}}{$B$} for which {$S[\mathcal{C}]$} is stationary: its length does not change if we vary the path ever so slightly, no matter how. In other words, we assume that there is exactly one geodesic. Let\textquotesingle{}s call it{\mbox{$~$}}{$\mathcal{G},$} and let\textquotesingle{}s assume it lies in{\mbox{$~$}}{$\mathcal{T}.$}

No matter how rapidly the phase {$S[\mathcal{C}]/\hbar$} changes under variation of a generic path{\mbox{$~$}}{$\mathcal{C},$} it will be stationary at{\mbox{$~$}}{$\mathcal{G}.$} This means, loosly speaking, that a large number of paths near{\mbox{$~$}}{$\mathcal{G}$} contribute to {$I(\mathcal{T})$} with almost equal phases. As a consequence, the magnitude of the sum of the corresponding phase factors {$e^{(i/\hbar)S[\mathcal{C}]}$} is large.

If {$S[\mathcal{C}]/\hbar$} is not stationary at{\mbox{$~$}}{$\mathcal{C},$} all depends on how rapidly it changes under variation of{\mbox{$~$}}{$\mathcal{C}.$} If it changes sufficiently rapidly, the phases associated with paths near {$\mathcal{C}$} are more or less equally distributed over the interval {$[0,2\pi],$} so that the corresponding phase factors add up to a complex number of comparatively small magnitude. In the limit {$S[\mathcal{C}]/\hbar\rightarrow\infty,$} the only significant contributions to {$I(\mathcal{T})$} come from paths in the infinitesimal neighborhood of{\mbox{$~$}}{$\mathcal{G}.$} 

We have assumed that {$\mathcal{G}$} lies in{\mbox{$~$}}{$\mathcal{T}.$} If it does not, and if {$S[\mathcal{C}]/\hbar$} changes sufficiently rapidly, the phases associated with paths near {\itshape any} path in {$\mathcal{T}$} are more or less equally distributed over the interval {$[0,2\pi],$} so that in the limit {$S[\mathcal{C}]/\hbar\rightarrow\infty$} there are no significant contributions to{\mbox{$~$}}{$I(\mathcal{T}).$}

For a free particle, as you will remember, {$S[\mathcal{C}]=-m\,c^2\,s[\mathcal{C}].$} From this we gather that the likelihood of finding a freely moving object where according to the laws of classical physics it should not be, decreases as its mass increases. Since for sufficiently massive objects the contributions to the action due to influences on their motion are small compared to {$|-m\,c^2\,s[\mathcal{C}]|,$} this is equally true of objects that are not moving freely.

What, then, {\itshape are} the laws of classical physics?

They are what the laws of quantum physics degenerate into in the limit {$\hbar\rightarrow0.$} In this limit, as you will gather from the above, the probability of finding that a particle has traveled within a tube (however narrow) containing a geodesic, is{\mbox{$~$}}1, and the probability of finding that a particle has traveled within a tube (however wide) not containing a geodesic, is{\mbox{$~$}}0. Thus we may state the laws of classical physics (for a single \symbol{34}point mass\symbol{34}, to begin with) by saying that it follows a geodesic of the geometry defined by{\mbox{$~$}}{$dS.$}

This is readily generalized. The propagator for a system with {$n$} degrees of freedom — such as an {$m$}-{}particle system with {$n=3m$} degrees of freedom — is
\begin{myquote}
\item{} \begin{equation*} \langle \mathcal{P}_f,t_f|\mathcal{P}_i,t_i\rangle=\int\mathcal{DC}\,e^{(i/\hbar)S[\mathcal{C}]}, \end{equation*}
\end{myquote}

where {$\mathcal{P}_i$} and {$\mathcal{P}_f$} are the system\textquotesingle{}s respective configurations at the initial time{\mbox{$~$}}{$t_i$} and the final time{\mbox{$~$}}{$t_f,$} and the integral sums over all paths in the system\textquotesingle{}s {$n{+}1$}-{}dimensional configuration spacetime leading from {$(\mathcal{P}_i,t_i)$} to{\mbox{$~$}}{$(\mathcal{P}_f,t_f).$} In this case, too, the corresponding classical system follows a geodesic of the geometry defined by the action differential{\mbox{$~$}}{$dS,$} which now depends on {$n$} spatial coordinates, one time coordinate, and the corresponding {$n{+}1$} differentials.

The statement that a classical system follows a geodesic of the geometry defined by its action, is often referred to as the {\itshape principle of least action}. A more appropriate name is {\itshape principle of stationary action}.


\subsection{Energy and momentum}
\label{44}
Observe that if {$dS$} does not depend on {$t$} (that is, {$\partial dS/\partial t=0$}{\mbox{$~$}}) then
\begin{myquote}
\item{} \begin{equation*} E=-{\partial dS\over\partial dt} \end{equation*}
\end{myquote}

is constant along geodesics.  (We\textquotesingle{}ll discover the reason for the negative sign in a moment.)

Likewise, if {$dS$} does not depend on{\mbox{$~$}}{$\mathbf{r}$} (that is, {$\partial dS/\partial\mathbf{r}=0$}{\mbox{$~$}}) then
\begin{myquote}
\item{} \begin{equation*} \mathbf{p}={\partial dS\over\partial d\mathbf{r}} \end{equation*}
\end{myquote}

is constant along geodesics.

{$E$}{\mbox{$~$}}tells us how much the projection{\mbox{$~$}}{$dt$} of a segment{\mbox{$~$}}{$d\mathcal{C}$} of a path{\mbox{$~$}}{$\mathcal{C}$} onto the time axis contributes to the action of{\mbox{$~$}}{$\mathcal{C}.$} {$\mathbf{p}$}{\mbox{$~$}}tells us how much the projection{\mbox{$~$}}{$d\mathbf{r}$} of{\mbox{$~$}}{$d\mathcal{C}$} onto space contributes to{\mbox{$~$}}{$S[\mathcal{C}].$} If {$dS$} has no explicit time dependence, then equal intervals of the time axis make equal contributions to{\mbox{$~$}}{$S[\mathcal{C}],$} and if {$dS$} has no explicit space dependence, then equal intervals of any spatial axis make equal contributions to{\mbox{$~$}}{$S[\mathcal{C}].$} In the former case, equal time intervals are {\itshape physically equivalent}: they represent {\itshape equal durations}. In the latter case, equal space intervals are {\itshape physically equivalent}: they represent {\itshape equal distances}.

If equal intervals of the time coordinate or equal intervals of a space coordinate are {\itshape not} physically equivalent, this is so for either of two reasons. The first is that non-{}inertial coordinates are used. For if inertial coordinates are used, then {\itshape every} freely moving point mass moves by equal intervals of the space coordinates in equal intervals of the time coordinate, which means that equal coordinate intervals {\itshape are} physically equivalent. The second is that whatever it is that is moving is not moving {\itshape freely}: something, no matter what, influences its motion, no matter how. This is because one way of incorporating effects on the motion of an object into the mathematical formalism of quantum physics, is to make inertial coordinate intervals physically {\itshape inequivalent}, by letting {$dS$} depend on{\mbox{$~$}}{$t$} and/or{\mbox{$~$}}{$\mathbf{r}.$}

Thus for a freely moving classical object, both {$E$} and {$\mathbf{p}$} are constant. Since the constancy of{\mbox{$~$}}{$E$} follows from the physical equivalence of equal intervals of coordinate time (a.k.a. the \symbol{34}homogeneity\symbol{34} of time), and since (classically) energy is defined as the quantity whose constancy is implied by the homogeneity of time, {$E$} is the object\textquotesingle{}s {\itshape energy}.

By the same token, since the constancy of{\mbox{$~$}}{$\mathbf{p}$} follows from the physical equivalence of equal intervals of any spatial coordinate axis (a.k.a. the \symbol{34}homogeneity\symbol{34} of space), and since (classically) momentum is defined as the quantity whose constancy is implied by the homogeneity of space, {$\mathbf{p}$} is the object\textquotesingle{}s {\itshape momentum}.

Let us differentiate \myhref{http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_classical\#Action}{ a former result},
\begin{myquote}
\item{} \begin{equation*} dS(t,\mathbf{r},\lambda\,dt,\lambda\,d\mathbf{r})=\lambda\,dS(t,\mathbf{r},dt,d\mathbf{r}), \end{equation*}
\end{myquote}

with respect to {$\lambda.$} The left-{}hand side becomes
\begin{myquote}
\item{} \begin{equation*} {d(dS)\over d\lambda}={\partial dS\over\partial(\lambda dt)}{\partial(\lambda dt)\over\partial\lambda}+ {\partial dS\over\partial(\lambda d\mathbf{r})}\cdot{\partial(\lambda d\mathbf{r})\over\partial\lambda}= {\partial dS\over\partial(\lambda dt)}dt+{\partial dS\over\partial(\lambda d\mathbf{r})}\cdot d\mathbf{r}, \end{equation*}
\end{myquote}

while the right-{}hand side becomes just {$dS.$} Setting {$\lambda=1$} and using the above definitions of {$E$} and {$\mathbf{p},$} we obtain

\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ -E\,dt+\mathbf{p}\cdot d\mathbf{r}=dS. $} 
\end{longtable}


{$dS=-m\,c^2\,ds$} is a 4-{}scalar. Since {$(c\,dt,d\mathbf{r})$} are the components of a 4-{}vector, the left-{}hand side, {$-E\,dt+\mathbf{p}\cdot d\mathbf{r},$} is a 4-{}scalar if and only if {$(E/c,\mathbf{p})$} are the components of another 4-{}vector.

(If we had defined {$E$} without the minus, this 4-{}vector would have the components {$(-E/c,\mathbf{p}).$})

In the rest frame {$\mathcal{F}'$} of a free point mass, {$dt'=ds$} and {$dS=-m\,c^2\,dt'.$} Using the \myhref{http://en.wikibooks.org/wiki/This_quantum_world/Appendix/Relativity/Lorentz\#The_actual_Lorentz_transformations}{ Lorentz transformations}, we find that this equals
\begin{myquote}
\item{} \begin{equation*} dS=-mc^2{dt-v\,dx/c^2\over\sqrt{1-v^2/c^2}}=-{mc^2\over\sqrt{1-v^2/c^2}}\,dt+ {m\mathbf{v}\over\sqrt{1-v^2/c^2}}\cdot d\mathbf{r}, \end{equation*}
\end{myquote}

where {$\mathbf{v}=(v,0,0)$} is the velocity of the point mass in{\mbox{$~$}}{$\mathcal{F}.$} Compare with the above framed equation to find that for a free point mass,
\begin{myquote}
\item{} \begin{equation*} E={mc^2\over\sqrt{1-v^2/c^2}}\qquad\mathbf{p}={m\mathbf{v}\over\sqrt{1-v^2/c^2}}. \end{equation*}
\end{myquote}



\subsection{Lorentz force law}
\label{45}
To incorporate effects on the motion of a particle (regardless of their causes), we must modify the action differential {$dS=-mc^2\,dt\sqrt{1-v^2/c^2}$} that a free particle associates with a path segment{\mbox{$~$}}{$d\mathcal{C}.$} In doing so we must take care that the modified {$dS$} (i){\mbox{$~$}}remains \myhref{http://en.wikibooks.org/wiki/This_quantum_world/Feynman_route/From_quantum_to_classical\#Action}{ homogeneous in the differentials} and (ii){\mbox{$~$}}remains a 4-{}scalar. The most straightforward way to do this is to add a term that is not just homogeneous but linear in the coordinate differentials:
\begin{myquote}
\item{} \begin{equation*} (^*)\quad dS=-mc^2\,dt\sqrt{1-v^2/c^2}-qV(t,\mathbf{r})\,dt+ (q/c)\mathbf{A}(t,\mathbf{r})\cdot d\mathbf{r}. \end{equation*}
\end{myquote}

Believe it or not, all classical electromagnetic effects (as against their causes) are accounted for by this expression. {$V(t,\mathbf{r})$} is a scalar field (that is, a function of time and space coordinates that is invariant under rotations of the space coordinates), {$\mathbf{A}(t,\mathbf{r})$} is a 3-{}vector field, and {$(V,\mathbf{A})$} is a 4-{}vector field. We call {$V$} and {$\mathbf{A}$} the {\itshape scalar potential} and the {\itshape vector potential}, respectively. The particle-{}specific constant{\mbox{$~$}}{$q$} is the electric charge, which determines how strongly a particle of a given species is affected by influences of the electromagnetic kind.

If a point mass is not free, the expressions at the end of the \mylref{44}{previous section} give its {\itshape kinetic energy} {$E_k$} and its {\itshape kinetic momentum} {$\mathbf{p}_k.$} Casting (*) into the form
\begin{myquote}
\item{} \begin{equation*} dS=-(E_k+qV)\,dt+[\mathbf{p}_k+(q/c)\mathbf{A}]\cdot d\mathbf{r} \end{equation*}
\end{myquote}

and plugging it into \mylref{44}{the definitions}
\begin{myquote}
\item{} \begin{equation*} (^*{}^*)\quad E=-{\partial dS\over\partial dt},\qquad \mathbf{p}={\partial dS\over\partial d\mathbf{r}}, \end{equation*}
\end{myquote}

we obtain
\begin{myquote}
\item{} \begin{equation*} E=E_k+qV,\qquad \mathbf{p}=\mathbf{p}_k+(q/c)\mathbf{A}. \end{equation*}
\end{myquote}

{$qV$} and {$(q/c)\mathbf{A}$} are the particle\textquotesingle{}s {\itshape potential energy} and {\itshape potential momentum}, respectively.

Now we plug (**) into the geodesic equation
\begin{myquote}
\item{} \begin{equation*} {\partial dS\over\partial\mathbf{r}}=d\,{\partial dS\over\partial d\mathbf{r}}. \end{equation*}
\end{myquote}

For the right-{}hand side we obtain
\begin{myquote}
\item{} \begin{equation*} d\mathbf{p}_k+{q\over c}d\mathbf{A}=d\mathbf{p}_k+{q\over c}\left[dt{\partial\mathbf{A}\over\partial t}+\left(d\mathbf{r}\cdot{\partial\over\partial\mathbf{r}}\right)\mathbf{A}\right], \end{equation*}
\end{myquote}

while the left-{}hand side works out at
\begin{myquote}
\item{} \begin{equation*} -q{\partial V\over\partial\mathbf{r}}dt+{q\over c}{\partial(\mathbf{A}\cdot d\mathbf{r})\over\partial\mathbf{r}}= -q{\partial V\over\partial\mathbf{r}}dt+{q\over c}\left[\left(d\mathbf{r}\cdot{\partial\over\partial\mathbf{r}}\right)\mathbf{A}+ d\mathbf{r}\times\left({\partial\over\partial\mathbf{r}}\times\mathbf{A}\right)\right]. \end{equation*}
\end{myquote}

Two terms cancel out, and the final result is
\begin{myquote}
\item{} \begin{equation*} d\mathbf{p}_k=q\underbrace{\left(-{\partial V\over\partial\mathbf{r}}-{1\over c}{\partial\mathbf{A}\over\partial t}\right)}_{\displaystyle\equiv\mathbf{E}}dt+ d\mathbf{r}\times {q\over c}\underbrace{\left({\partial\over\partial\mathbf{r}}\times \mathbf{A}\right)}_{\displaystyle\equiv\mathbf{B}}= q\,\mathbf{E}\,dt+ d\mathbf{r}\times {q\over c}\,\mathbf{B}. \end{equation*}
\end{myquote}

As a classical object travels along the segment {$d\mathcal{G}$} of a geodesic, its kinetic momentum changes by the sum of two terms, one linear in the temporal component{\mbox{$~$}}{$dt$} of {$d\mathcal{G}$} and one linear in the spatial component{\mbox{$~$}}{$d\mathbf{r}.$} How much {$dt$} contributes to the change of {$\mathbf{p}_k$} depends on the {\itshape electric field}{\mbox{$~$}}{$\mathbf{E},$} and how much {$d\mathbf{r}$} contributes depends on the {\itshape magnetic field}{\mbox{$~$}}{$\mathbf{B}.$} The last equation is usually written in the form
\begin{myquote}
\item{} \begin{equation*} {d\mathbf{p}_k\over dt}=q\,\mathbf{E}+{q\over c}\,\mathbf{v}\times\mathbf{B}, \end{equation*}
\end{myquote}

called the {\itshape Lorentz force law}, and accompanied by the following story: there is a physical entity known as the electromagnetic field, which is present everywhere, and which exerts on a charge{\mbox{$~$}}{$q$} an electric force {$q\mathbf{E}$} and a magnetic force {$(q/c)\,\mathbf{v}\times\mathbf{B}.$}

(Note: This form of the Lorentz force law holds in the \myhref{http://en.wikipedia.org/wiki/Centimeter\%20gram\%20second\%20system\%20of\%20units}{Gaussian system of units}. In the \myhref{http://en.wikipedia.org/wiki/International\%20System\%20of\%20Units}{MKSA system of units} the {$c$} is missing.)


\subsection{Whence the classical story?}
\label{46}
Imagine a small rectangle in spacetime with corners

\begin{myquote}
\item{} \begin{equation*}A=(0,0,0,0),B=(dt,0,0,0),C=(0,dx,0,0),D=(dt,dx,0,0).\end{equation*}
\end{myquote}


Let\textquotesingle{}s calculate the electromagnetic contribution to the action of the path from {$A$} to{\mbox{$~$}}{$D$} via{\mbox{$~$}}{$B$} for a unit charge ({$q=1$}) in natural units ({\mbox{$~$}}{$c=1$}{\mbox{$~$}}):
\begin{myquote}
\item{} {$ S_{ABD}=-V(dt/2,0,0,0)\,dt+A_x(dt,dx/2,0,0)\,dx $}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*} \quad=-V(dt/2,0,0,0)\,dt+\left[A_x(0,dx/2,0,0)+{\partial A_x\over\partial t}dt\right]dx. \end{equation*}
\end{myquote}

\end{myquote}

\end{myquote}

Next, the contribution to the action of the path from {$A$} to{\mbox{$~$}}{$D$} via{\mbox{$~$}}{$C$}:


\begin{myquote}
\item{} {$ S_{ACD}=A_x(0,dx/2,0,0)\,dx-V(dt/2,dx,0,0)\,dt $}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*} =A_x(0,dx/2,0,0)\,dx-\left[V(dt/2,0,0,0)+{\partial V\over\partial x}dx\right]dt. \end{equation*}
\end{myquote}

\end{myquote}

\end{myquote}

Look at the difference:
\begin{myquote}
\item{} \begin{equation*} \Delta S=S_{ACD}-S_{ABD}=\left(-{\partial V\over\partial x}-{\partial A_x\over\partial t}\right)dt\,dx =E_x\,dt\,dx. \end{equation*}
\end{myquote}

Alternatively, you may think of {$\Delta S$} as the electromagnetic contribution to the action of the loop {$A\rightarrow B \rightarrow D\rightarrow C\rightarrow A.$}
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Let\textquotesingle{}s repeat the calculation for a small rectangle with corners

\begin{myquote}
\item{} \begin{equation*}A=(0,0,0,0),B=(0,0,dy,0),C=(0,0,0,dz),D=(0,0,dy,dz).\end{equation*}
\end{myquote}



\begin{myquote}
\item{} {$ S_{ABD}=A_z(0,0,0,dz/2)\,dz+A_y(0,0,dy/2,dz)\,dy$}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*} =A_z(0,0,0,dz/2)\,dz+\left[A_y(0,0,dy/2,0)+{\partial A_y\over\partial z}dz\right]dy, \end{equation*}
\end{myquote}

\end{myquote}

\item{} {$ S_{ACD}=A_y(0,0,dy/2,0)\,dy+A_z(0,0,dy,dz/2)\,dz $}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*} =A_y(0,0,dy/2,0)\,dy+\left[A_z(0,0,0,dz/2)+{\partial A_z\over\partial y}dy\right]dz, \end{equation*}
\end{myquote}

\end{myquote}

\item{} {$ \Delta S=S_{ACD}-S_{ABD}= \left({\partial A_z\over\partial y}-{\partial A_y\over\partial z}\right)dy\,dz=B_x\,dy\,dz. $}
\end{myquote}

Thus the electromagnetic contribution to the action of {\itshape this} loop equals the flux of{\mbox{$~$}}{$\mathbf{B}$} through the loop.

Remembering (i){\mbox{$~$}}\mylref{102}{Stokes\textquotesingle{} theorem} and (ii){\mbox{$~$}}the \mylref{45}{definition} of {$\mathbf{B}$} in terms of {$\mathbf{A},$} we find that
\begin{myquote}
\item{} \begin{equation*} \oint_{\partial\Sigma}\mathbf{A}\cdot d\mathbf{r}=\int_\Sigma\hbox{curl}\,\mathbf{A}\cdot d\mathbf{\Sigma}=\int_\Sigma\mathbf{B}\cdot d\mathbf{\Sigma}. \end{equation*}
\end{myquote}

In (other) words, the magnetic flux through a loop {$\partial\Sigma$} (or through any surface {$\Sigma$} bounded by{\mbox{$~$}}{$\partial\Sigma$}{\mbox{$~$}}) equals the circulation of{\mbox{$~$}}{$\mathbf{A}$} around the loop (or around any surface bounded by the loop).

The effect of a circulation {$\oint_{\partial\Sigma}\mathbf{A}\cdot d\mathbf{r}$} around the {\itshape finite} rectangle {$A\rightarrow B\rightarrow D\rightarrow C\rightarrow A$} is to increase (or decrease) the action associated with the segment {$A\rightarrow B\rightarrow D$} relative to the action associated with the segment {$A\rightarrow C\rightarrow D.$} If the actions of the two segments are equal, then we can expect the path of least action from {$A$} to{\mbox{$~$}}{$D$} to be a straight line. If one segment has a greater  action than the other, then we can expect the path of least action from {$A$} to{\mbox{$~$}}{$D$} to curve away from the segment with the larger action.
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Compare this with the classical story, which explains the curvature of the path of a charged particle in a magnetic field by invoking \mylref{45}{a force that acts at right angles to both the magnetic field and the particle\textquotesingle{}s direction of motion}. The quantum-{}mechanical treatment of the same effect offers no such explanation. {\itshape Quantum mechanics invokes no mechanism of any kind.} It simply tells us that for a sufficiently massive charge traveling from {$A$} to{\mbox{$~$}}{$D,$} the probability of finding that it has done so within any bundle of paths {\itshape not} containing the action-{}geodesic connecting {$A$} with{\mbox{$~$}}{$D,$} is virtually{\mbox{$~$}}0.

Much the same goes for the classical story according to which the curvature of the path of a charged particle in a {\itshape spacetime} plane is due to a force that acts in the direction of the electric field. (Observe that curvature in a spacetime plane is equivalent to acceleration or deceleration. In particular, curvature in a spacetime plane containing the {$x$}{\mbox{$~$}}axis is equivalent to acceleration in a direction parallel to the {$x$}{\mbox{$~$}}axis.) In this case the corresponding circulation is that of the 4-{}vector potential {$(cV,\mathbf{A})$} around a spacetime loop.
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\label{47}

\section{Schrödinger at last}
\label{48}

The Schrödinger equation is non-{}relativistic. We obtain the non-{}relativistic version of the electromagnetic action differential,

\begin{myquote}
\item{} \begin{equation*} dS=-mc^2\,dt\sqrt{1-v^2/c^2}-qV(t,\mathbf{r})\,dt+(q/c) \mathbf{A}(t,\mathbf{r})\cdot d\mathbf{r},\end{equation*}
\end{myquote}


by expanding the root and ignoring all but the first two terms:

\begin{myquote}
\item{} \begin{equation*} \sqrt{1-v^2/c^2}=1-{1\over2}{v^2\over c^2}-{1\over8}{v^4\over c^4}-\cdots\approx 1-{1\over2}{v^2\over c^2}.\end{equation*}
\end{myquote}


This is obviously justified if {$v\ll c,$} which defines the non-{}relativistic regime.

Writing the potential part of {$dS$} as {$q\,[-V+\mathbf{A}(t,\mathbf{r})\cdot (\mathbf{v}/c)]\,dt$} makes it clear that in most non-{}relativistic situations the effects represented by the vector potential{\mbox{$~$}}{$\mathbf{A}$} are small compared to those represented by the scalar potential{\mbox{$~$}}{$V.$} If we ignore them (or assume that {$\mathbf{A}$} vanishes), and if we include the charge{\mbox{$~$}}{$q$} in the definition of{\mbox{$~$}}{$V$} (or assume that {$q=1$}), we obtain

\begin{myquote}
\item{} \begin{equation*} S[\mathcal{C}]=-mc^2(t_B-t_A)+\int_\mathcal{C} dt\left[{\textstyle{m\over2}}v^2-V(t,\mathbf{r})\right]\end{equation*}
\end{myquote}


for the action associated with a spacetime path{\mbox{$~$}}{$\mathcal{C}.$}

Because the first term is the same for all paths from {$A$} to{\mbox{$~$}}{$B,$} it has no effect on the {\itshape differences} between the phases of the amplitudes associated with different paths. By dropping it we change neither the classical phenomena (inasmuch as the extremal path remains the same) nor the quantum phenomena (inasmuch as interference effects only depend on those differences). Thus

\begin{myquote}
\item{} \begin{equation*} \langle B|A\rangle=\int\mathcal{DC} e^{(i/\hbar)\int_\mathcal{C} dt[(m/2)v^2-V]}.\end{equation*}
\end{myquote}


We now introduce the so-{}called {\itshape wave function} {$\psi(t,\mathbf{r})$} as the {\itshape amplitude} of finding our particle at{\mbox{$~$}}{$\mathbf{r}$} if the appropriate measurement is made at time{\mbox{$~$}}{$t.$} {$\langle t,\mathbf{r}|t',\mathbf{r}'\rangle\,\psi(t',\mathbf{r}'),$} accordingly, is the amplitude of finding the particle first at{\mbox{$~$}}{$\mathbf{r}'$} (at time{\mbox{$~$}}{$t'$}) and then at{\mbox{$~$}}{$\mathbf{r}$} (at time{\mbox{$~$}}{$t$}). Integrating over{\mbox{$~$}}{$\mathbf{r},$} we obtain the amplitude of finding the particle at{\mbox{$~$}}{$\mathbf{r}$} (at time{\mbox{$~$}}{$t$}), provided that Rule{\mbox{$~$}}B applies. The wave function thus satisfies the equation

\begin{myquote}
\item{} \begin{equation*} \psi(t,\mathbf{r})=\intd^3r'\,\langle t,\mathbf{r}|t',\mathbf{r}'\rangle\,\psi(t',\mathbf{r}').\end{equation*}
\end{myquote}


We again simplify our task by pretending that space is one-{}dimensional. We further assume that {$t$} and{\mbox{$~$}}{$t'$} differ by an infinitesimal interval{\mbox{$~$}}{$\epsilon.$} Since {$\epsilon$} is infinitesimal, there is only one path leading from {$x'$} to{\mbox{$~$}}{$x.$} We can therefore forget about the path integral except for a normalization factor{\mbox{$~$}}{$\mathcal{A}$} implicit in the integration measure{\mbox{$~$}}{$\mathcal{DC},$} and make the following substitutions:

\begin{myquote}
\item{} \begin{equation*} dt=\epsilon,\quad v=\frac{x-x'}{\epsilon},\quad V=V\left(t{+}\frac{\epsilon}{2},\frac{x{+}x'}{2}\right).\end{equation*}
\end{myquote}


This gives us

\begin{myquote}
\item{} \begin{equation*} \psi(t{+}\epsilon,x)=\mathcal{A}\intdx'\,e^{im(x{-}x')^2/2\hbar\epsilon}\, e^{-(i\epsilon/\hbar)V(t{+}\epsilon/2,(x{+}x')/2)}\,\psi(t,x').\end{equation*}
\end{myquote}


We obtain a further simplification if we introduce {$\eta=x'-x$} and integrate over {$\eta$} instead of{\mbox{$~$}}{$x'.$} (The integration \symbol{34}boundaries\symbol{34} {$-\infty$} and {$+\infty$} are the same for both {$x'$} and {$\eta.$}) We now have that

\begin{myquote}
\item{} \begin{equation*} \psi(t+\epsilon,x)=\mathcal{A}\intd\eta\,e^{im\eta^2/2\hbar\epsilon}\, e^{-(i\epsilon/\hbar)V(t{+}\epsilon/2,x{+}\eta/2)}\,\psi(t,x{+}\eta).\end{equation*}
\end{myquote}


Since we are interested in the limit {$\epsilon\rightarrow0,$} we expand all terms to first order in{\mbox{$~$}}{$\epsilon.$} To which power in {$\eta$} should we expand? As {$\eta$} increases, the phase {$m\eta^2/2\hbar\epsilon$} increases at an infinite rate (in the limit {$\epsilon\rightarrow0$}) unless {$\eta^2$} is of the same order as{\mbox{$~$}}{$\epsilon.$} In this limit, higher-{}order contributions to the integral cancel out. Thus the left-{}hand side expands to

\begin{myquote}
\item{} \begin{equation*} \psi(t+\epsilon,x)\approx\psi(t,x)+{\partial \psi\over\partial t}\epsilon,\end{equation*}
\end{myquote}


while {$e^{-(i\epsilon/\hbar)V(t{+}\epsilon/2,x{+}\eta/2)}\,\psi(t,x{+}\eta)$} expands to

\begin{myquote}
\item{} \begin{equation*} \left[1-{i\epsilon\over\hbar}V(t,x)\right]\left[\psi(t,x)+{\partial \psi\over\partial x}\eta+\frac12{\partial^2\psi\over\partial x^2}\eta^2\right]= \left[1-{i\epsilon\over\hbar} V(t,x)\right]\psi(t,x)+{\partial \psi\over\partial x}\eta+ {\partial^2\psi\over\partial x^2}{\eta^2\over2}.\end{equation*}
\end{myquote}


The following integrals need to be evaluated:

\begin{myquote}
\item{} \begin{equation*} I_1=\intd\eta\, e^{im\eta^2/2\hbar\epsilon},\quad I_2=\intd\eta\, e^{im\eta^2/2\hbar\epsilon}\eta,\quad I_3=\intd\eta\, e^{im\eta^2/2\hbar\epsilon}\eta^2.\end{equation*}
\end{myquote}


The results are

\begin{myquote}
\item{} \begin{equation*} I_1=\sqrt{2\pi i\hbar\epsilon/m},\quad I_2=0,\quad I_3=\sqrt{2\pi\hbar^3\epsilon^3/im^3}.\end{equation*}
\end{myquote}


Putting Humpty Dumpty back together again yields

\begin{myquote}
\item{} \begin{equation*} \psi(t,x)+{\partial \psi\over\partial t}\epsilon=\mathcal{A}\sqrt{2\pi i\hbar\epsilon\over m} \left(1-{i\epsilon\over\hbar}V(t,x)\right)\psi(t,x) +{\mathcal{A}\over2}\sqrt{2\pi\hbar^3\epsilon^3\over im^3}{\partial^2\psi\over\partial x^2}.\end{equation*}
\end{myquote}


The factor of {$\psi(t,x)$} must be the same on both sides, so {$\mathcal{A}=\sqrt{m/2\pi i\hbar\epsilon},$} which reduces Humpty Dumpty to

\begin{myquote}
\item{} \begin{equation*} {\partial \psi\over\partial t}\epsilon=-{i\epsilon\over\hbar}V\psi+ {i\hbar\epsilon\over2m}{\partial^2\psi\over\partial x^2}.\end{equation*}
\end{myquote}


Multiplying by {$i\hbar/\epsilon$} and taking the limit {$\epsilon\rightarrow0$} (which is trivial since {$\epsilon$} has dropped out), we arrive at the Schrödinger equation for a particle with one degree of freedom subject to a potential{\mbox{$~$}}{$V(t,x)$}:

\begin{myquote}
\item{} \begin{equation*} i\hbar{\partial \psi\over\partial t}=-{\hbar^2\over2m}{\partial^2\psi\over\partial x^2}+V\psi.\end{equation*}
\end{myquote}


Trumpets please! The transition to three dimensions is straightforward:

\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$i\hbar{\partial \psi\over\partial t}= -{\hbar^2\over2m}\left({\partial^2\psi\over\partial x^2}+ {\partial^2\psi\over\partial y^2}+{\partial^2\psi\over\partial z^2}\right)+V\psi.$} 
\end{longtable}
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\chapter{The Schrödinger equation: implications and applications}

\myminitoc
\label{50}
In this chapter we take a look at some of the implications of the Schrödinger equation
\begin{myquote}
\item{} $\text{ }$\newline{}
{$ i\hbar\,\frac{\partial\psi}{\partial t} = \frac{1}{2m} \left(\frac\hbar i \frac{\partial}{\partial\mathbf{r}} - \mathbf{A}\right)^2\psi + V\psi. $}
\end{myquote}
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\section{How fuzzy positions get fuzzier}
\label{52}
We will calculate the rate at which the fuzziness of a position probability distribution increases, in consequence of the fuzziness of the corresponding momentum, when there is no counterbalancing attraction (like that between the nucleus and the electron in atomic hydrogen).

Because it is easy to handle, we choose a Gaussian function
\begin{myquote}
\item{} \begin{equation*} \psi(0,x)=Ne^{-x^2/2\sigma^2}, \end{equation*}
\end{myquote}

which has a bell-{}shaped graph. It defines a position probability distribution
\begin{myquote}
\item{} \begin{equation*} |\psi(0,x)|^2=N^2 e^{-x^2/\sigma^2}. \end{equation*}
\end{myquote}

If we normalize this distribution so that {$\int dx\,|\psi(0,x)|^2=1,$} then {$N^2=1/\sigma\sqrt{\pi},$} and
\begin{myquote}
\item{} \begin{equation*} |\psi(0,x)|^2=e^{-x^2/\sigma^2}/\sigma\sqrt{\pi}. \end{equation*}
\end{myquote}

We also have that
\begin{myitemize}
\item{}  {$\Delta x(0)=\sigma/\sqrt{2},$}
\item{} the Fourier transform of {$\psi(0,x)$} is {$\overline{\psi}(0,k)=\sqrt{\sigma/\sqrt{\pi}} e^{-\sigma^2 k^2/2},$}
\item{}  this defines the momentum probability distribution {$|\overline{\psi}(0,k)|^2=\sigma e^{-\sigma^2 k^2}/\sqrt{\pi},$}
\item{}  and {$\Delta k(0)=1/\sigma\sqrt{2}.$}
\end{myitemize}


The fuzziness of the position and of the momentum of a particle associated with {$\psi(0,x)$} is therefore the minimum allowed by the \mylref{20}{\symbol{34}uncertainty\symbol{34} relation}: {$\Delta x(0)\,\Delta k(0)=1/2.$}

Now recall that
\begin{myquote}
\item{} \begin{equation*} \overline{\psi}(t,k)=\phi(0,k) e^{-i\omega t}, \end{equation*}
\end{myquote}

where {$\omega=\hbar k^2/2m.$} This has the Fourier transform
\begin{myquote}
\item{} \begin{equation*} \psi(t,x)=\sqrt{\sigma\over\sqrt{\pi}}{1\over\sqrt{\sigma^2+i\,(\hbar/m)\,t}}\, e^{-x^2/2[\sigma^2+i\,(\hbar/m)\,t]}, \end{equation*}
\end{myquote}

and this defines the position probability distribution
\begin{myquote}
\item{} \begin{equation*} |\psi(t,x)|^2={1\over\sqrt{\pi}\sqrt{\sigma^2+(\hbar^2/m^2\sigma^2)\,t^2}}\, e^{-x^2/[\sigma^2+(\hbar^2/m^2\sigma^2)\,t^2]}. \end{equation*}
\end{myquote}

Comparison with {$|\psi(0,x)|^2$} reveals that {$\sigma(t)=\sqrt{\sigma^2+(\hbar^2/m^2\sigma^2)\,t^2}.$} Therefore,
\begin{myquote}
\item{} \begin{equation*} \Delta x(t)={\sigma(t)\over\sqrt{2}}= {\sqrt{{\sigma^2\over2}+{\hbar^2t^2\over 2m^2\sigma^2}}}= {\sqrt{[\Delta x(0)]^2+{\hbar^2t^2\over 4m^2[\Delta x(0)]^2}}}. \end{equation*}
\end{myquote}

The graphs below illustrate how rapidly the fuzziness of a particle the mass of an electron grows, when compared to an object the mass of a {$C_{60}$} molecule or a peanut. Here we see one reason, though by no means the only one, why for all intents and purposes \symbol{34}once sharp, always sharp\symbol{34} is true of the positions of macroscopic objects.
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Above: an electron with {$\Delta x(0)=1$} nanometer. In a second, {$\Delta x(t)$} grows to nearly 60 km.

Below: an electron with {$\Delta x(0)=1$} centimeter. {$\Delta x(t)$} grows only 16\% in a second.
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Next, a {$C_{60}$} molecule with {$\Delta x(0)=1$} nanometer. In a second, {$\Delta x(t)$} grows to 4.4 centimeters.
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Finally, a peanut (2.8 g) with {$\Delta x(0)=1$} nanometer. {$\Delta x(t)$} takes the present age of the universe to grow to 7.5 micrometers. 
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\section{Time-{}independent Schrödinger equation}
\label{54}
If the potential V does not depend on time, then the Schrödinger equation has solutions that are products of a time-{}independent function {$\psi(\mathbf{r})$} and a time-{}dependent phase factor {$e^{-(i/\hbar)\,E\,t}$}:
\begin{myquote}
\item{} \begin{equation*} \psi(t,\mathbf{r})=\psi(\mathbf{r})\,e^{-(i/\hbar)\,E\,t}. \end{equation*}
\end{myquote}

Because the probability density {$|\psi(t,\mathbf{r})|^2$} is independent of time, these solutions are called {\itshape stationary}.

Plug {$\psi(\mathbf{r})\,e^{-(i/\hbar)\,E\,t}$} into
\begin{myquote}
\item{} \begin{equation*} i\hbar\frac{\partial\psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial}{\partial\mathbf{r}}\cdot\frac{\partial}{\partial\mathbf{r}}\psi + V\psi \end{equation*}
\end{myquote}

to find that {$\psi(\mathbf{r})$} satisfies the time-{}independent Schrödinger equation
\begin{myquote}
\item{} \begin{equation*} E\psi(\mathbf{r})=-{\hbar^2\over2m}\left(\frac{\partial^2}{\partial x^2}+ \frac{\partial^2}{\partial y^2}+\frac{\partial^2}{\partial z^2}\right)\psi(\mathbf{r})+V(\mathbf{r})\,\psi(\mathbf{r}). \end{equation*}
\end{myquote}
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\section{Why energy is quantized}
\label{56}

Limiting ourselves again to one spatial dimension, we write the time independent Schrödinger equation in this form:
\begin{myquote}
\item{} \begin{equation*} {d^2\psi(x)\over dx^2}=A(x)\,\psi(x),\qquad A(x)={2m\over\hbar^2}\Big[V(x)-E\Big]. \end{equation*}
\end{myquote}

Since this equation contains no complex numbers except possibly {$\psi$} itself, it has real solutions, and these are the ones in which we are interested. You will notice that if {$V>E,$} then {$A$} is positive and {$\psi(x)$} has the same sign as its second derivative. This means that the graph of {$\psi(x)$} curves upward above the {$x$} axis and downward below it. Thus it cannot cross the axis. On the other hand, if {$V<E,$} then {$A$} is negative and {$\psi(x)$} and its second derivative have opposite signs. In this case the graph of {$\psi(x)$} curves downward above the {$x$} axis and upward below it. As a result, the graph of {$\psi(x)$} keeps crossing the axis — it is a wave. Moreover, the larger the difference {$E-V,$} the larger the curvature of the graph; and the larger the curvature, the smaller the wavelength. In particle terms, the higher the kinetic energy, the higher the momentum.

Let us now find the solutions that describe a particle \symbol{34}trapped\symbol{34} in a potential well — a bound state. Consider this potential:
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Observe, to begin with, that at {$x_1$} and {$x_2,$} where {$E=V,$} the slope of {$\psi(x)$} does not change since {$d^2\psi(x)/dx^2=0$} at these points. This tells us  that the probability of finding the particle cannot suddenly drop to zero at these points. It will therefore be possible to find the particle to the left of {$x_1$} or to the right of {$x_2,$} where classically it could not be. (A classical particle would oscillates back and forth between these points.)

Next, take into account that the probability distributions defined by {$\psi(x)$} must be normalizable. For the graph of {$\psi(x)$} this means that it must approach the {$x$} axis asymptotically as {$x\rightarrow\pm\infty.$} 

Suppose that we have a normalized solution for a particular value {$E.$} If we increase or decrease the value of {$E,$} the curvature of the graph of {$\psi(x)$} between {$x_1$} and {$x_2$} increases or decreases. A small increase or decrease won\textquotesingle{}t give us another solution: {$\psi(x)$} won\textquotesingle{}t vanish asymptotically for both positive and negative {$x.$} To obtain another solution, we must increase {$E$} by just the right amount to increase or decrease by one the number of wave nodes between the \symbol{34}classical\symbol{34} turning points {$x_1$} and {$x_2$} and to make {$\psi(x)$} again vanish asymptotically in both directions.

The bottom line is that the energy of a bound particle — a particle \symbol{34}trapped\symbol{34} in a potential well — is {\itshape quantized}: only certain values {$E_k$} yield solutions {$\psi_k(x)$} of the time-{}independent Schrödinger equation:
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\section{A quantum bouncing ball}
\label{58}
As a specific example, consider the following potential:
\begin{myquote}
\item{} \begin{equation*} V(z)=mgz\quad\hbox{if}\quad z>0\quad\hbox{and}\quad V(z)=\infty\quad\hbox{if}\quad z<0. \end{equation*}
\end{myquote}

{$g$} is the gravitational acceleration at the floor. For {$z<0,$} the Schrödinger equation as given in the 
\mylref{55}{previous section} tells us that {$d^2\psi(z)/dz^2=\infty$} unless {$\psi(z)=0.$} The only sensible solution for negative {$z$} is therefore {$\psi(z)=0.$} The requirement that  {$V(z)=\infty$} for {$z<0$} ensures that our perfectly elastic, frictionless quantum bouncer won\textquotesingle{}t be found below the floor.

Since a picture is worth more than a thousand words, we won\textquotesingle{}t solve the time-{}independent Schrödinger equation for this particular potential but merely plot its first eight solutions:
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Where would a classical bouncing ball subject to the same potential reverse its direction of motion? Observe the correlation between position and momentum (wavenumber).

All of these states are stationary; the probability of finding the quantum bouncer in any particular interval of the {$z$} axis is independent of time. So how do we get it to move?

Recall that any linear combination of solutions of the Schrödinger equation is another solution. Consider this linear combination of two stationary states:
\begin{myquote}
\item{} \begin{equation*} \psi(t,x)=A\,\psi_1(x)\,e^{-i\omega_1t}+B\,\psi_2(x)\,e^{-i\omega_2t}. \end{equation*}
\end{myquote}

Assuming that the coefficients {$A,B$} and the wave functions {$\psi_1(x),\psi_2(x)$} are real, we calculate the mean position of a particle associated with {$\psi(t,x)$}:
\begin{myquote}
\item{} {$ \intdx\,\psi^*x\psi=\intdx\,(A\psi_1e^{i\omega_1t}+B\psi_2e^{i\omega_2t})\,x\,(A\psi_1e^{-i\omega_1t}+B\psi_2e^{-i\omega_2t})$}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*}=A^2\intdx\,\psi_1^2\,x+B^2\intdx\,\psi_2^2\,x+AB(e^{i(\omega_1-\omega_2)t}+e^{i(\omega_2-\omega_1)t})\intdx\,\psi_1x\psi_2. \end{equation*}
\end{myquote}

\end{myquote}

\end{myquote}

The first two integrals are the (time-{}independent) mean positions of a particle associated with {$\psi_1(x)\,e^{i\omega_1t}$} and {$\psi_2(x)\,e^{i\omega_2t},$} respectively. The last term equals
\begin{myquote}
\item{} \begin{equation*} 2AB\cos(\Delta\omega\,t)\intdx\,\psi_1x\psi_2, \end{equation*}
\end{myquote}

and this tells us that the particle\textquotesingle{}s mean position oscillates with frequency {$\Delta\omega= \omega_2-\omega_1$} and amplitude {$2AB\intdx\,\psi_1x\psi_2$} about the sum of the first two terms.

Visit \myhref{http://www.uark.edu/misc/julio/bouncing_ball/bouncing_ball.html}{ this site} to watch the time-{}dependence of the probability distribution associated with a quantum bouncer that is initially associated with a Gaussian distribution.
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\section{Atomic hydrogen}
\label{60}
While de Broglie\textquotesingle{}s theory of 1923 featured circular electron waves, Schrödinger\textquotesingle{}s \symbol{34}wave mechanics\symbol{34} of 1926 features standing waves in three dimensions. Finding them means finding the solutions of the time-{}independent Schrödinger equation
\begin{myquote}
\item{} \begin{equation*} E\psi(\mathbf{r})=-{\hbar^2\over2m}\left(\frac{\partial^2}{\partial x^2}+ \frac{\partial^2}{\partial y^2}+\frac{\partial^2}{\partial z^2}\right)\psi(\mathbf{r})+V(\mathbf{r})\,\psi(\mathbf{r}). \end{equation*}
\end{myquote}

with {$V(\mathbf{r})=-e^2/r,$} the potential energy of a classical electron at a distance {$r=|\mathbf{r}|$} from the proton. (Only when we come to the relativistic theory will we be able to shed the last vestige of classical thinking.)
\begin{myquote}
\item{} \begin{equation*} E\psi(\mathbf{r})=-{\hbar^2\over2m}\left(\frac{\partial^2}{\partial x^2}+ \frac{\partial^2}{\partial y^2}+\frac{\partial^2}{\partial z^2}\right)\psi(\mathbf{r})-\frac{e^2}{r}V(\mathbf{r})\,\psi(\mathbf{r}). \end{equation*}
\end{myquote}

In using this equation, we ignore (i) the influence of the electron on the proton, whose mass is some 1836 times larger than that of he electron, and (ii) the electron\textquotesingle{}s spin. Since relativistic and spin effects on the measurable properties of atomic hydrogen are rather small, this non-{}relativistic approximation nevertheless gives excellent results.

For bound states the total energy {$E$} is negative, and the Schrödinger equation has a discrete set of solutions. As it turns out, the \symbol{34}allowed\symbol{34} values of {$E$} are precisely the values that Bohr obtained in 1913:
\begin{myquote}
\item{} \begin{equation*} E_n=-{1\over n^2}\,{\mu e^4\over2\hbar^2},\qquad n=1,2,3,\dots \end{equation*}
\end{myquote}

However, for each {$n$} there are now {$n^2$} linearly independent solutions. (If {$\psi_{1},\dots,\psi_{k}$} are independent solutions, then none of them can be written as a linear combination {$\sum a_i\psi_i$} of the others.)

Solutions with different {$n$} correspond to different energies. What physical differences correspond to linearly independent solutions with the same {$n$}?
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Using polar coordinates, one finds that all solutions for a particular value {$E_n$} are linear combinations of solutions that have the form
\begin{myquote}
\item{} \begin{equation*} \psi(r,\phi,\theta)=e^{(i/\hbar)\,l_z\,\phi}\psi(r,\theta). \end{equation*}
\end{myquote}

{$l_z$} turns out to be another {\itshape quantized} variable, for {$e^{(i/\hbar)\,l_z\,\phi}=e^{(i/\hbar)\,l_z\,(\phi\pm2\pi)}$} implies that {$l_z=m\hbar$} with {$m=0,\pm1,\pm2,\dots$} In addition, {$|m|$} has an upper bound, as we shall see in a moment.

Just as the factorization of {$\psi(t,\mathbf{r})$} into {$e^{-(i/\hbar)\,E\,t}\,\psi(\mathbf{r})$} made it possible to obtain a {$t$}-{}independent Schrödinger equation, so the factorization of {$\psi(r,\phi,\theta)$} into {$e^{(i/\hbar)\,l_z\,\phi}\,\psi(r,\theta)$} makes it possible to obtain a {$\phi$}-{}independent Schrödinger equation. This contains another real parameter {$\Lambda,$} over and above {$m,$} whose \symbol{34}allowed\symbol{34} values are given by {$l(l+1)\hbar^2,$} with {$l$} an integer satisfying {$0\leq l\leq n-1.$} The range of possible values for {$m$} is bounded by the inequality {$|m|\leq l.$} The possible values of the {\itshape principal quantum number} {$n,$} the {\itshape angular momentum quantum number} {$l,$} and the so-{}called {\itshape magnetic quantum number} {$m$} thus are:

\begin{longtable}{|>{\RaggedRight}p{0.21144\linewidth}|>{\RaggedRight}p{0.20064\linewidth}|>{\RaggedRight}p{0.46738\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$n=1$} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=0$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$n=2$} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=0$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\mbox{$~$}} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=1$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0,\pm1$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$n=3$} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=0$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\mbox{$~$}} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=1$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0,\pm1$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\mbox{$~$}} }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$l=2$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$m=0,\pm1,\pm2$}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$n=4$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$\dots$}}&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}{\mbox{$~$}} {$\dots$}}\\ \hline 
\end{longtable}


Each possible set of quantum numbers {$n,l,m$} defines a unique wave function {$\psi_{nlm}(t,\mathbf{r}),$} and together these make up a complete set of bound-{}state solutions ({$E<0$}) of the Schrödinger equation with {$V(\mathbf{r})=-e^2/r.$} The following images give an idea of the position probability distributions of the first three {$l=0$} states (not to scale). Below them are the probability densities plotted against {$r.$} Observe that these states have {$n-1$} nodes, all of which are spherical, that is, surfaces of constant {$r.$} (The nodes of a wave in three dimensions are two-{}dimensional surfaces. The nodes of a \symbol{34}probability wave\symbol{34} are the surfaces at which the sign of {$\psi$} changes and, consequently, the probability density {$|\psi|^2$} vanishes.)
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Take another look at these images:
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The letters s,p,d,f stand for l=0,1,2,3, respectively. (Before the quantum-{}mechanical origin of atomic spectral lines was understood, a distinction was made between \symbol{34}sharp,\symbol{34} \symbol{34}principal,\symbol{34} \symbol{34}diffuse,\symbol{34} and \symbol{34}fundamental\symbol{34} lines. These terms were subsequently found to correspond to the first four values that {$l$} can take. From {$l=3$} onward the labels follows the alphabet: f,g,h...) Observe that these states display both spherical and conical nodes, the latter being surfaces of constant {$\theta.$} (The \symbol{34}conical\symbol{34} node with {$\theta=0$} is a horizontal plane.) These states, too, have a total of {$n-1$} nodes, {$l$} of which are conical.

Because the \symbol{34}waviness\symbol{34} in {$\phi$} is contained in a phase factor {$e^{im\phi},$} it does not show up in representations of {$|\psi|^2.$} To make it visible, it is customary to replace {$e^{im\phi}$} by its real part {$\cos(m\phi),$} as in the following images, which do {\itshape not} represent probability distributions.

\begin{longtable}{>{\RaggedRight}p{0.5\linewidth}}  


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/60.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{60}{{$\rho_{4f1}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/61.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{61}{{$\rho_{4f3}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/62.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{62}{{$\rho_{5f1}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/63.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{63}{{$\rho_{5f2}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/64.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{64}{{$\rho_{5f3}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/65.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{65}{{$\rho_{5g1}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/66.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{66}{{$\rho_{5g2}$}}
\end{minipage}\vspace{0.75cm}

\\ 


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/67.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{67}{{$\rho_{5g3}$}}
\end{minipage}\vspace{0.75cm}

\\ 
\end{longtable}

The total number of nodes is again {$n-1,$} the total number of non-{}spherical nodes is again {$l,$} but now there are {$m$} plane nodes containing the {$z$} axis and {$l-m$} conical nodes.

What is so special about the {$z$} axis? Absolutely nothing, for the wave functions {$\psi'_{nlm},$} which are defined with respect to a different axis, make up another complete set of bound-{}state solutions. This means that every wave function {$\psi'_{nlm}$} can be written as a linear combination of the functions {$\psi_{nlm},$} and vice versa.
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\section{Observables and operators}
\label{62}
Remember the mean values
\begin{myquote}
\item{} \begin{equation*} \langle x\rangle=\int |\psi|^2\,x\,dx \quad\hbox{and}\quad  \langle p\rangle=\hbar\langle k\rangle=\int |\overline{\psi}|^2\,\hbar k\,dk. \end{equation*}
\end{myquote}

As noted already, if we define the operators
\begin{myquote}
\item{} {$ \hat x=x$} (\symbol{34}multiply with {$x$}\symbol{34}) and {$\hat p=-i\hbar\frac\partial{\partial x},$}
\end{myquote}

then we can write
\begin{myquote}
\item{} \begin{equation*} \langle x\rangle=\int \psi^*\,\hat x\,\psi\,dx\quad\hbox{and}\quad  \langle p\rangle=\int \psi^*\,\hat p\,\psi\,dx. \end{equation*}
\end{myquote}

By the same token,
\begin{myquote}
\item{} \begin{equation*} \langle E\rangle=\int \psi^*\,\hat E\,\psi\,dx \quad\hbox{with}\quad \hat E=i\hbar\frac\partial{\partial t}. \end{equation*}
\end{myquote}

Which observable is associated with the differential operator {$\partial/\partial\phi$}? If {$r$} and {$\theta$} are constant (as the partial derivative with respect to {$\phi$} requires), then {$z$} is constant, and
\begin{myquote}
\item{} \begin{equation*} {\partial\psi\over\partial\phi}={\partial y\over\partial\phi}\,{\partial\psi\over\partial y}+{\partial x\over\partial\phi}\,{\partial\psi\over\partial x}. \end{equation*}
\end{myquote}

Given that {$x=r\sin\theta\,\cos\phi$} and {$y=r\sin\theta\,\sin\phi,$} this works out at {$x{\partial\psi\over\partial y}-y{\partial\psi\over\partial x}$} or 
\begin{myquote}
\item{} \begin{equation*} -i\hbar\frac{\partial}{\partial\phi}=\hat x\hat p_y - \hat y\hat p_x. \end{equation*}
\end{myquote}

Since, classically, orbital angular momentum is given by {$\mathbf{L}=\mathbf{r}\times\mathbf{p},$} so that {$L_z=x\,p_y-y\,p_x,$} it seems obvious that we should consider {$\hat x\hat p_y - \hat y\hat p_x$} as the operator {$\hat l_z$} associated with the {$z$}{\mbox{$~$}}component of the atom\textquotesingle{}s angular momentum.

Yet we need to be wary of basing quantum-{}mechanical definitions on classical ones. Here are the quantum-{}mechanical definitions:

Consider the wave function {$\psi(q_k,t)$} of a closed system {$\mathcal{S}$} with {$K$}{\mbox{$~$}}degrees of freedom. Suppose that the probability distribution {$|\psi(q_k,t)|^2$} (which is short for {$|\psi(q_1,\dots,q_K,t)|^2$}) is invariant under translations in time: waiting for any amount of time {$\tau$} makes no difference to it:
\begin{myquote}
\item{} \begin{equation*} |\psi(q_k,t)|^2=|\psi(q_k,t+\tau)|^2. \end{equation*}
\end{myquote}

Then the time dependence of {$\psi$} is confined to a phase factor {$e^{i\alpha(q_k,t)}.$}

Further suppose that the time coordinate{\mbox{$~$}}{$t$} and the space coordinates{\mbox{$~$}}{$q_k$} are homogeneous — equal intervals are physically equivalent. Since {$\mathcal{S}$} is closed, the phase factor {$e^{i\alpha(q_k,t)}$} cannot then depend on{\mbox{$~$}}{$q_k,$} and its phase can at most linearly depend on{\mbox{$~$}}{$t:$} waiting for {$2\tau$} should have the same effect as twice waiting for{\mbox{$~$}}{$\tau.$} In other words, multiplying the wave function by {$e^{i\alpha(2\tau)}$} should have same effect as multiplying it twice by {$e^{i\alpha(\tau)}$}:
\begin{myquote}
\item{} \begin{equation*} e^{i\alpha(2\tau)}=[e^{i\alpha(\tau)}]^2=e^{i2\alpha(\tau)}. \end{equation*}
\end{myquote}

Thus
\begin{myquote}
\item{} \begin{equation*} \psi(q_k,t)=\psi(q_k)\,e^{-i\omega t}=\psi(q_k)\,e^{-(i/\hbar)E\,t}. \end{equation*}
\end{myquote}

So the existence of a constant (\symbol{34}conserved\symbol{34}) quantity {$\omega$} or (in conventional units){\mbox{$~$}}{$E$} is implied for a closed system, and this is what we mean by the {\itshape energy} of the system.

Now suppose that {$|\psi(q_k,t)|^2$} is invariant under translations in the direction of one of the spatial coordinates{\mbox{$~$}}{$q_k,$} say{\mbox{$~$}}{$q_j$}:
\begin{myquote}
\item{} \begin{equation*} |\psi(q_j,q_{k\neq j},t)|^2=|\psi(q_j+\kappa,q_{k\neq j},t)|^2. \end{equation*}
\end{myquote}

Then the dependence of {$\psi$} on {$q_j$} is confined to a phase factor {$e^{i\beta(q_k,t)}.$}

And suppose again that the time coordinates{\mbox{$~$}}{$t$} and{\mbox{$~$}}{$q_k$} are homogeneous. Since {$\mathcal{S}$} is closed, the phase factor {$e^{i\beta(q_k,t)}$} cannot then depend on{\mbox{$~$}}{$q_{k\neq j}$} or{\mbox{$~$}}{$t,$} and its phase can at most linearly depend on{\mbox{$~$}}{$q_j$}: translating {$\mathcal{S}$} by {$2\kappa$} should have the same effect as twice translating it by{\mbox{$~$}}{$\kappa.$} In other words, multiplying the wave function by {$e^{i\beta(2\kappa)}$} should have same effect as multiplying it twice by {$e^{i\beta(\kappa)}$}:
\begin{myquote}
\item{} \begin{equation*} e^{i\beta(2\kappa)}=[e^{i\beta(\kappa)}]^2=e^{i2\beta(\kappa)}. \end{equation*}
\end{myquote}

Thus
\begin{myquote}
\item{} \begin{equation*} \psi(q_k,t)=\psi(q_{k\neq j},t)\,e^{i\,k_j\,q_k}=\psi(q_{k\neq j},t)\,e^{(i/\hbar)\,p_j\,q_k}. \end{equation*}
\end{myquote}

So the existence of a constant (\symbol{34}conserved\symbol{34}) quantity {$k_j$} or (in conventional units){\mbox{$~$}}{$p_j$} is implied for a closed system, and this is what we mean by the j-{}component of the system\textquotesingle{}s {\itshape momentum}.

You get the picture. Moreover, the spatial coordiates might as well be the spherical coordinates {$r,\theta,\phi.$} If {$|\psi(r,\theta,\phi,t)|^2$} is invariant under rotations about the {$z$}{\mbox{$~$}}axis, and if the longitudinal coordinate {$\phi$} is homogeneous, then
\begin{myquote}
\item{} \begin{equation*} \psi(r,\theta,\phi,t)=\psi(r,\theta,t)\,e^{i m\phi}=\psi(r,\theta,t)\,e^{(i/\hbar) l_z\phi}. \end{equation*}
\end{myquote}

In this case we call the conserved quantity the {$z$}{\mbox{$~$}}component of the system\textquotesingle{}s {\itshape angular momentum}.




Now suppose that {$O$} is an observable, that {$\hat O$} is the corresponding operator, and that {$\psi_{\hat O,v}$} satisfies
\begin{myquote}
\item{} \begin{equation*} \hat O\,\psi_{\hat O,v}=v\,\psi_{\hat O,v}. \end{equation*}
\end{myquote}

We say that {$\psi_{\hat O,v}$} is an {\itshape eigenfunction} or {\itshape eigenstate} of the operator{\mbox{$~$}}{$\hat O,$} and that it has the {\itshape eigenvalue}{\mbox{$~$}}{$v.$} Let\textquotesingle{}s calculate the mean and the standard deviation of{\mbox{$~$}}{$O$} for {$\psi_{\hat O,v}.$} We obviously have that
\begin{myquote}
\item{} \begin{equation*} \langle O\rangle=\int\psi^*_{\hat O,v}\hat O\,\psi_{\hat O,v}\,dx=\int\psi^*_{\hat O,v}v\,\psi_{\hat O,v}\,dx=v\int|\psi_{\hat O,v}|^2\,dx=v. \end{equation*}
\end{myquote}

Hence
\begin{myquote}
\item{} \begin{equation*} \Delta O=\sqrt{\int \psi^*_{\hat O,v}\,(\hat O-v)\,(\hat O-v)\,\psi_{\hat O,v}\,dx }=0, \end{equation*}
\end{myquote}

since {$(\hat O-v)\,\psi_{\hat O,v}=0.$} For a system associated with {$\psi_{\hat O,v},$} {$O$}{\mbox{$~$}}is dispersion-{}free. Hence the probability of finding that the value of{\mbox{$~$}}{$O$} lies in an interval containing{\mbox{$~$}}{$v,$} is{\mbox{$~$}}1. But we have that
\begin{myquote}
\item{} \begin{equation*} \hat E\,\psi(q_k)\,e^{-(i/\hbar)E\,t}=E\,\psi(q_k)\,e^{-(i/\hbar)E\,t}\end{equation*}
\item{} \begin{equation*}\hat p_j\,\psi(q_{k\neq j},t)\,e^{(i/\hbar)\,p_j\,q_k}=p_j\,\psi(q_{k\neq j},t)\,e^{(i/\hbar)\,p_j\,q_k}\end{equation*}
\item{} \begin{equation*}\hat l_z\,\psi(r,\theta,t)\,e^{(i/\hbar)\,l_z\phi}=l_z\,\psi(r,\theta,t) \,e^{(i/\hbar)\,l_z\phi}. \end{equation*}
\end{myquote}

So, indeed, {$\hat l_z$} is the operator associated with the {$z$}{\mbox{$~$}}component of the atom\textquotesingle{}s angular momentum.

Observe that the eigenfunctions of any of these operators are associated with systems for which the corresponding observable is \symbol{34}sharp\symbol{34}: the standard deviation measuring its fuzziness vanishes.

For obvious reasons we also have
\begin{myquote}
\item{} \begin{equation*} {\hat l}_x=-i\hbar\left(y{\partial\over\partial z}-z{\partial\over\partial y}\right)\quad \hbox{and}\quad{\hat l}_y=-i\hbar\left(z{\partial\over\partial x}-x{\partial\over\partial z}\right). \end{equation*}
\end{myquote}

If we define the {\itshape commutator} {$[{\hat A},{\hat B}]\equiv{\hat A}{\hat B}-{\hat B}{\hat A},$} then saying that the operators {${\hat A}$} and {${\hat B}$} commute is the same as saying that their commutator vanishes. Later we will prove that two observables are {\itshape compatible} (can be simultaneously measured) if and only if their operators {\itshape commute}.

{\bfseries Exercise}: Show that {$[{\hat l}_x,{\hat l}_y]\,=i\hbar{\hat l}_z.$}

One similarly finds that {$[{\hat l}_y,{\hat l}_z]=i\hbar{\hat l}_x$} and {$[{\hat l}_z,{\hat l}_x]=i\hbar{\hat l}_y.$} The upshot: different components of a system\textquotesingle{}s angular momentum are {\itshape incompatible}.

{\bfseries Exercise}: Using the above commutators, show that the operator {$\hat{\mathbf{L}^2}\equiv{\hat l}_x^2+{\hat l}_y^2+{\hat l}_z^2$} commutes with {${\hat l}_x,$} {${\hat l}_y,$} and {${\hat l}_z.$}
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\section{Beyond hydrogen: the Periodic Table}
\label{64}
If we again assume that the nucleus is fixed at the center and ignore relativistic and spin effects, then the stationary states of helium are the solutions of the following equation:
\begin{myquote}
\item{} \begin{equation*} E\,{\partial\psi\over\partial t}=-{\hbar^2\over2m} \left[{\partial^2\psi\over\partial x_1^2}+{\partial^2\psi\over\partial y_1^2}+{\partial^2\psi\over\partial z_1^2}+ {\partial^2\psi\over\partial x_2^2}+{\partial^2\psi\over\partial y_2^2}+{\partial^2\psi\over\partial z_2^2}\right]+ \left[-\frac{2e^2}{r_1}-\frac{2e^2}{r_2}+\frac{e^2}{r_{12}}\right]\psi. \end{equation*}
\end{myquote}

The wave function now depends on six coordinates, and the potential energy{\mbox{$~$}}{$V$} is made up of three terms. {$r_1=\sqrt{x_1^2+y_1^2+z_1^2}$} and {$r_2=\sqrt{x_2^2+y_2^2+z_2^2}$} are associated with the respective distances of the electrons from the nucleus, and {$r_{12}=\sqrt{(x_2{-}x_1)^2+ (y_2{-}y_1)^2 +(z_2{-}z_1)^2}$} is associated with the distance between the electrons. Think of {$e^2/r_{12}$} as the value the potential energy associated with the two electrons would have if they {\itshape were} at {$r_1$} and {$r_2,$} respectively.

Why are there no separate wave functions for the two electrons? The joint probability of finding the first electron in a region{\mbox{$~$}}{$A$} and the second in a region{\mbox{$~$}}{$B$} (relative to the nucleus) is given by
\begin{myquote}
\item{} \begin{equation*} p(A,B)=\int_Ad^3r_1\int_Bd^3r_2|\psi(\mathbf{r}_1,\mathbf{r}_2)|^2. \end{equation*}
\end{myquote}

If the probability of finding the first electron in{\mbox{$~$}}{$A$} were independent of the whereabouts of the second electron, then we could assign to it a wave function{\mbox{$~$}}{$\psi_1(\mathbf{r}_1),$} and if the probability of finding the second electron in{\mbox{$~$}}{$B$} were independent of the whereabouts of the first electron, we could assign to it a wave function{\mbox{$~$}}{$\psi_2(\mathbf{r}_2).$} In this case {$\psi(\mathbf{r}_1,\mathbf{r}_2)$} would be given by the product {$\psi_1(\mathbf{r}_1)\,\psi_2(\mathbf{r}_2)$} of the two wave functions, and {$p(A,B)$} would be the product of {$p(A)=\int_Ad^3r_1\,|\psi(\mathbf{r}_1)|^2$} and {$p(B)=\int_Bd^3r_2\,|\psi(\mathbf{r}_2)|^2.$} But in general, and especially inside a helium atom, the positional probability distribution for the first electron is conditional on the whereabouts of the second electron, and vice versa, given that the two electrons repel each other (to use the language of classical physics).

For the lowest energy levels, the above equation has been solved by numerical methods. With three or more electrons it is hopeless to look for exact solutions of the corresponding Schrödinger equation. Nevertheless, the \myhref{http://en.wikipedia.org/wiki/Periodic\%20table}{Periodic Table} and many properties of the chemical elements can be understood by using the following approximate theory.

First,we disregard the details of the interactions between the electrons. Next, since the chemical properties of atoms depend on their outermost electrons, we consider each of these atoms subject to a potential that is due to (i){\mbox{$~$}}the nucleus and (ii){\mbox{$~$}}a continuous, spherically symmetric, charge distribution doing duty for the other electrons. We again neglect spin effects {\itshape except} that we take account of the \myhref{http://en.wikipedia.org/wiki/Pauli\%20exclusion\%20principle}{Pauli exclusion principle}, according to which the probability of finding two electrons (more generally, two \myhref{http://en.wikipedia.org/wiki/Fermion}{fermions}) having exactly the same properties is{\mbox{$~$}}0. Thus two electrons can be associated with exactly the same wave function provided that their spin states differ in the following way: whenever the spins of the two electrons are measured with respect to a given axis, the outcomes are perfectly anticorrelated; one will be \symbol{34}up\symbol{34} and the other will be \symbol{34}down\symbol{34}. Since there are only two possible outcomes, a third electron cannot be associated with the same wave function.

This approximate theory yields stationary wave functions {$\psi_{nlm}(\mathbf{r})$} called \myhref{http://en.wikipedia.org/wiki/Atomic\%20orbital}{orbitals} for individual electrons. These are quite similar to the stationary wave functions one obtains for the single electron of hydrogen, except that their dependence on the radial coordinate is modified by the negative charge distribution representing the remaining electrons. As a consequence of this modification, the energies associated with orbitals with the same quantum number{\mbox{$~$}}{$n$} but different quantum numbers{\mbox{$~$}}{$l$} are no longer equal. For any given{\mbox{$~$}}{$n\geq1,$} obitals with higher{\mbox{$~$}}{$l$} yield a larger mean distance between the electron and the nucleus, and the larger this distance, the more the negative charge of the remaining electrons screens the positive charge of the nucleus. As a result, an electron with higher{\mbox{$~$}}{$l$} is less strongly bound (given the same{\mbox{$~$}}{$n$}), so its \myhref{http://en.wikipedia.org/wiki/Ionization\%20potential}{ionization energy} is lower.

Chemists group orbitals into \myhref{http://en.wikipedia.org/wiki/Electron\%20shell}{shells} according to their principal quantum number. As we have seen, the {$n$}-{}th shell can \symbol{34}accommodate\symbol{34} up to {$n^2\times2$} electrons. Helium has the first shell completely \symbol{34}filled\symbol{34} and the second shell \symbol{34}empty.\symbol{34} Because the helium nucleus has twice the charge of the hydrogen nucleus, the two electrons are, on average, much nearer the nucleus than the single electron of hydrogen. The ionization energy of helium is therefore much larger, 2372.3{\mbox{$~$}}\myhref{http://en.wikipedia.org/wiki/Joule\%20per\%20mole}{J/mol} as compared to 1312.0{\mbox{$~$}}J/mol for hydrogen. On the other hand, if you tried to add an electron to create a negative helium ion, it would have to go into the second shell, which is almost completely screened from the nucleus by the electrons in the first shell. Helium is therefore neither prone to give up an electron not able to hold an extra electron. It is chemically inert, as are all elements in the rightmost column of the Periodic Table.

In the second row of the Periodic Table the second shell gets filled. Since the energies of the 2p orbitals are higher than that of the 2s orbital, the latter gets \symbol{34}filled\symbol{34} first. With each added electron (and proton!) the entire electron distribution gets pulled in, and the ionization energy goes up, from 520.2{\mbox{$~$}}J/mol for lithium (atomic number Z=3) to 2080.8{\mbox{$~$}}J/mol for neon (Z=10). While lithium readily parts with an electron, fluorine (Z=9) with a single empty \symbol{34}slot\symbol{34} in the second shell is prone to grab one. Both are therefore quite active chemically. The progression from sodium (Z=11) to argon (Z=18) parallels that from lithium to neon.

There is a noteworthy peculiarity in the corresponding sequences of \myhref{http://en.wikipedia.org/wiki/Ionization\%20energies\%20of\%20the\%20elements}{ionization energies}: The ionization energy of oxygen (Z=8, 1313.9{\mbox{$~$}}J/mol) is lower than that of nitrogen (Z=7, 1402.3{\mbox{$~$}}J/mol), and that of sulfur (Z=16, 999.6{\mbox{$~$}}J/mol) is lower than that of phosphorus (Z=15, 1011.8{\mbox{$~$}}J/mol). To understand why this is so, we must take account of certain details of the inter-{}electronic forces that we have so far ignored.

Suppose that one of the two 2p{\mbox{$~$}}electrons of carbon (Z=6) goes into the {$m{=}0$} orbital with respect to the {$z$}{\mbox{$~$}}axis. Where will the other 2p{\mbox{$~$}}electron go? It will go into any vacant orbital that minimizes the repulsion between the two electrons, by maximizing their mean distance. This is neither of the orbitals with {$|m|{=}1$} with respect to the {$z$}{\mbox{$~$}}axis but an orbital with {$m{=}0$} with respect to some axis perpendicular to the {$z$}{\mbox{$~$}}axis. If we call this the {$x$}{\mbox{$~$}}axis, then the third 2p{\mbox{$~$}}electron of nitrogen goes into the orbital with {$m{=}0$} relative to {$y$}{\mbox{$~$}}axis. The fourth 2p{\mbox{$~$}}electron of oxygen then has no choice but to go — with opposite spin — into an already occupied 2p{\mbox{$~$}}orbital. This raises its energy significantly and accounts for the drop in ionization from nitrogen to oxygen.

By the time the 3p{\mbox{$~$}}orbitals are \symbol{34}filled,\symbol{34} the energies of the 3d{\mbox{$~$}}states are pushed up so high (as a result of screening) that the 4s{\mbox{$~$}}state is energetically lower. The \symbol{34}filling up\symbol{34} of the 3d{\mbox{$~$}}orbitals therefore begins only after the 4s{\mbox{$~$}}orbitals are \symbol{34}occupied,\symbol{34} with scandium (Z=21).

Thus even this simplified and approximate version of the quantum theory of atoms has the power to predict the qualitative and many of the quantitative features of the Period Table.
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\section{Probability flux}
\label{66}
The time rate of change of the probability density {$\rho(t,\mathbf{r})=|\psi(t,\mathbf{r})|^2$} (at a fixed location {$\mathbf{r}$}) is given by
\begin{myquote}
\item{} \begin{equation*} \frac{\partial\rho}{\partial t}=\psi^*\frac{\partial\psi}{\partial t}+\psi\frac{\partial\psi^*}{\partial t}. \end{equation*}
\end{myquote}

With the help of the Schrödinger equation and its complex conjugate,


\begin{myquote}
\item{} \begin{equation*} i\hbar\frac{\partial\psi}{\partial t}=\frac{1}{2m} \left(\frac{\hbar}{i}\frac{\partial}{\partial\mathbf{r}} -\mathbf{A}\right)\cdot\left(\frac{\hbar}{i} \frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\psi+V\psi,\end{equation*}
\item{} \begin{equation*} {\hbar\over i}{\partial\psi^*\over\partial t}= \frac{1}{2m}\left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\cdot \left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\psi^*+V\psi^*, \end{equation*}
\end{myquote}


one obtains


\begin{myquote}
\item{} {$ \frac{\partial\rho}{\partial t}=-\frac i\hbar\psi^*\left[\frac{1}{2m} \left(\frac{\hbar}{i}\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\cdot\left(\frac{\hbar}{i} \frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\psi+V\psi\right]$}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} \begin{equation*} +\frac i\hbar\psi\left[\frac{1}{2m}\left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right) \cdot\left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\psi^*+V\psi^*\right]. \end{equation*}
\end{myquote}

\end{myquote}

\end{myquote}


The terms containing {$V$} cancel out, so we are left with


\begin{myquote}
\item{} \begin{equation*} \frac{\partial\rho}{\partial t}=-\frac i{2m\hbar}\left[ \psi^*\left(i\hbar\frac{\partial}{\partial\mathbf{r}}+\mathbf{A}\right)\cdot\left(i\hbar\frac{\partial}{\partial\mathbf{r}}+\mathbf{A}\right)\psi-\psi\left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\cdot\left(i\hbar\frac{\partial}{\partial\mathbf{r}}-\mathbf{A}\right)\psi^* \right]\end{equation*}
\item{} \begin{equation*} =\dots=-\frac{\hbar}{2mi}\left(\frac{\partial^2\psi}{\partial\mathbf{r}^2}\psi^*-\psi\frac{\partial^2\psi^*}{\partial\mathbf{r}^2}\right) +\frac1m\left(\psi\psi^*\frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{A}+\mathbf{A}\frac{\partial\psi}{\partial\mathbf{r}}\psi^*+\mathbf{A}\psi\frac{\partial\psi^*}{\partial\mathbf{r}}\right). \end{equation*}
\end{myquote}


Next, we calculate the divergence of {$\mathbf{j}=\frac{\hbar}{2mi}\left(\psi^*\frac{\partial\psi}{\partial\mathbf{r}} -\frac{\partial\psi^*}{\partial\mathbf{r}}\psi\right)-\frac{1}{m}\mathbf{A}\psi^*\psi$}:


\begin{myquote}
\item{} \begin{equation*} \frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{j}=\frac{\hbar}{2mi}\left(\frac{\partial^2\psi}{\partial\mathbf{r}^2}\psi^*-\psi\frac{\partial^2\psi^*}{\partial\mathbf{r}^2}\right)-\frac1m\left(\psi\psi^*\frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{A}+\mathbf{A}\frac{\partial\psi}{\partial\mathbf{r}}\psi^*+\mathbf{A}\psi\frac{\partial\psi^*}{\partial\mathbf{r}}\right). \end{equation*}
\end{myquote}

The upshot:

\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ \frac{\partial\rho}{\partial t}=-\frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{j}. $} 
\end{longtable}


Integrated over a spatial region{\mbox{$~$}}{$R$} with unchanging boundary {$\partial R:$}
\begin{myquote}
\item{} \begin{equation*} {\partial\over\partial t}\int_R\rho\,d^3r=-\int_R{\partial\over\partial\mathbf{r}}\cdot\mathbf{j}\,d^3r. \end{equation*}
\end{myquote}

According to \myhref{http://en.wikipedia.org/wiki/Gauss\%27s\%20law}{Gauss\textquotesingle{}s law}, the outward flux of {$\mathbf{j}$}  through {$\partial R$} equals the integral of the \myhref{http://en.wikipedia.org/wiki/Divergence}{divergence} of {$\mathbf{j}$} over{\mbox{$~$}}{$R:$}
\begin{myquote}
\item{} \begin{equation*} \oint_{\partial R}\mathbf{j}\cdot d\Sigma=\int_R {\partial\over\partial\mathbf{r}}\cdot\mathbf{j}\,d^3r. \end{equation*}
\end{myquote}

We thus have that
\begin{myquote}
\item{} \begin{equation*} {\partial\over\partial t}\int_R\rho\,d^3r=-\oint_{\partial R}\mathbf{j}\cdot d\Sigma. \end{equation*}
\end{myquote}

If {$\rho$} is the continuous density of some kind of stuff (stuff per unit volume) and {$\mathbf{j}$} is its flux (stuff per unit area per unit time), then on the left-{}hand side we have the rate at which the stuff inside{\mbox{$~$}}{$R$} 
increases, and on the right-{}hand side we have the rate at which stuff enters through the surface of{\mbox{$~$}}{$R.$} So if some stuff moves from place A{\mbox{$~$}}to place{\mbox{$~$}}B, it crosses the boundary of any region that contains either A or{\mbox{$~$}}B. This is why the framed equation is known as a \myhref{http://en.wikipedia.org/wiki/Continuity\%20equation}{continuity equation}.

In the quantum world, however, there is no such thing as continuously distributed and/or continuously moving stuff. {$\rho$}{\mbox{$~$}}and {$\mathbf{j},$} respectively, are a density (something per unit volume) and a flux (something per unit area per unit time) only in a formal sense. If {$\psi$} is the wave function associated with a particle, then the integral {$\int_R\rho\,d^3r=\int_R|\psi|^2\,d^3r$} gives the probability of finding the particle in {$R$} {\itshape if the appropriate measurement is made}, and the framed equation tells us this: if the probability of finding the particle inside{\mbox{$~$}}{$R,$} as a function of the time at which the measurement is made, increases, then the probability of finding the particle outside{\mbox{$~$}}{$R,$} as a function of the same time, decreases by the same amount. (Much the same holds if {$\psi$} is associated with a system having {$n$}{\mbox{$~$}}degrees of freedom and {$R$} is a region of the system\textquotesingle{}s configuration space.) This is sometimes expressed by saying that \symbol{34}probability is (locally) conserved.\symbol{34} When you hear this, then remember that the probability for something to happen in a given place at a given time isn\textquotesingle{}t anything that is situated at that place or that exists at that time.
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\label{68}\section{Bell\textquotesingle{}s theorem: the simplest version}
\label{69}
Quantum mechanics permits us to create the following scenario.
\begin{myitemize}
\item{}  Pairs of particles are launched in opposite directions.
\item{}  Each particle is subjected to one of three possible measurements ({\bfseries 1}, {\bfseries 2}, or {\bfseries 3}).
\item{}  Each time the two measurements are chosen at random.
\item{}  Each measurement has two possible results, indicated by a red or green light.
\end{myitemize}

Here is what we find:
\begin{myitemize}
\item{}  If both particles are subjected to the same measurement, identical results are never obtained.
\item{}  The two sequences of recorded outcomes are completely random. In particular, half of the time both lights are the same color.
\end{myitemize}




\begin{minipage}{1.0\linewidth}
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If this doesn\textquotesingle{}t bother you, then please explain how it is that the colors differ whenever identical measurements are performed!

The obvious explanation would be that each particle arrives with an \symbol{34}instruction set\symbol{34} — some property that pre-{}determines the outcome of every possible measurement. Let\textquotesingle{}s see what this entails.

Each particle arrives with one of the following 23{\mbox{$~$}}={\mbox{$~$}}8 instruction sets:
\begin{myquote}
\item{} 
\begin{myquote}
\item{} {\bfseries RRR},{\bfseries  RRG},{\bfseries  RGR},{\bfseries  GRR},{\bfseries  RGG},{\bfseries  GRG},{\bfseries  GGR}, or {\bfseries GGG}.
\end{myquote}

\end{myquote}

(If a particle arrives with, say, {\bfseries RGG}, then the apparatus flashes red if it is set to {\bfseries 1} and green if it is set to {\bfseries 2} or {\bfseries 3}.) In order to explain why the outcomes differ whenever both particles are subjected to the same measurement, we have to assume that particles launched together arrive with opposite instruction sets. If one carries the instruction (or arrives with the property denoted by) {\bfseries RRG}, then the other carries the instruction{\mbox{$~$}}{\bfseries GGR}.

Suppose that the instruction sets are {\bfseries RRG} and {\bfseries GGR}. In this case we observe different colors with the following five of the 32{\mbox{$~$}}={\mbox{$~$}}9 possible combinations of apparatus settings:
\begin{myquote}
\item{} 
\begin{myquote}
\item{} {\bfseries 1—1},{\bfseries  2—2},{\bfseries  3—3},{\bfseries  1—2}, and {\bfseries 2—1},
\end{myquote}

\end{myquote}

and we observe equal colors with the following four:
\begin{myquote}
\item{} 
\begin{myquote}
\item{} {\bfseries 1—3},{\bfseries  2—3},{\bfseries  3—1}, and {\bfseries 3—2}.
\end{myquote}

\end{myquote}

Because the settings are chosen at random, this particular pair of instruction sets thus results in different colors 5/9 of the time. The same is true for the other pairs of instruction sets {\itshape except} the pair {\bfseries RRR}, {\bfseries GGG}. If the two particles carry these respective instruction sets, we see different colors {\itshape every} time. It follows that we see different colors {\itshape at least} 5/9 of the time.

But different colors are observed half of the time! In reality the probability of observing different colors is 1/2. Conclusion: the statistical predictions of quantum mechanics cannot be explained with the help of instruction sets. In other words, these measurements do not reveal {\itshape pre-{}existent} properties. They {\itshape create} the properties the possession of which they indicate.

Then how is it that the colors differ whenever identical measurements are made? How does one apparatus \symbol{34}know\symbol{34} which measurement is performed and which outcome is obtained {\itshape by the other apparatus}?

Whenever the joint probability {\bfseries p(A,B)} of the respective outcomes {\bfseries A} and{\mbox{$~$}}{\bfseries B} of two measurements does not equal the product {\bfseries p(A){\mbox{$~$}}p(B)} of the individual probabilities, the outcomes — or their probabilities — are said to be {\itshape correlated}. With equal apparatus settings we have {\bfseries p(R,R){\mbox{$~$}}={\mbox{$~$}}p(G,G){\mbox{$~$}}={\mbox{$~$}}0}, and this obviously differs from the products {\bfseries p(R){\mbox{$~$}}p(R)} and {\bfseries p(G){\mbox{$~$}}p(G)}, which equal {$\textstyle\frac12\times\frac12=\frac14.$} What kind of mechanism is responsible for the correlations between the measurement outcomes?
\begin{myquote}
\item{} {\itshape You understand this as much as anybody else!}
\end{myquote}

The conclusion that we see different colors at least 5/9 of the time is {\itshape Bell\textquotesingle{}s theorem} (or {\itshape Bell\textquotesingle{}s inequality}) for this particular setup. The fact that the universe violates the logic of Bell\textquotesingle{}s Theorem is evidence that particles do not carry instruction sets embedded within them and instead have instantaneous knowledge of other particles at a great distance.  Here is a comment by a distinguished Princeton physicist as quoted by David Mermin\myfootnote{N. David Mermin, \symbol{34}Is the Moon there when nobody looks? Reality and the quantum theory,\symbol{34} {\itshape Physics Today}, April 1985. The version of Bell\textquotesingle{}s theorem discussed in this section first appeared in this article.}
\begin{myquote}
\item{} 
\begin{myquote}
\item{} Anybody who\textquotesingle{}s not bothered by Bell\textquotesingle{}s theorem has to have rocks in his head.
\end{myquote}

\end{myquote}

And here is why Einstein wasn\textquotesingle{}t happy with quantum mechanics: 
\begin{myquote}
\item{} 
\begin{myquote}
\item{} I cannot seriously believe in it because it cannot be reconciled with the idea that physics should represent a reality in time and space, free from spooky actions at a distance.\myfootnote{Albert Einstein, {\itshape The Born-{}Einstein Letters}, with comments by Max Born (New York: Walker, 1971).}
\end{myquote}

\end{myquote}

Sadly, Einstein (1879{\mbox{$~$}}-{}{\mbox{$~$}}1955) did not know Bell\textquotesingle{}s theorem of 1964. We know now that
\begin{myquote}
\item{} 
\begin{myquote}
\item{} there must be a mechanism whereby the setting of one measurement device can influence the reading of another instrument, however remote.\myfootnote{John S. Bell, \symbol{34}On the Einstein Podolsky Rosen paradox,\symbol{34} {\itshape Physics}{\mbox{$~$}}1, pp. 195-{}200, 1964.}
\end{myquote}

\item{} {\itshape Spooky actions at a distance are here to stay!}
\end{myquote}
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\section{A quantum game}
\label{71}
Here are the rules:\myfootnote{Lev Vaidman, \symbol{34}Variations on the theme of the Greenberger-{}Horne-{}Zeilinger proof,\symbol{34} {\itshape Foundations of Physics} 29, pp. 615-{}30, 1999.}
\begin{myitemize}
\item{}  Two teams play against each other: Andy, Bob, and Charles (the \symbol{34}players\symbol{34}) versus the \symbol{34}interrogators\symbol{34}.
\item{}  Each player is asked either \symbol{34}What is the value of {\bfseries X}?\symbol{34} or \symbol{34}What is the value of {\bfseries Y}?\symbol{34}
\item{}  Only two answers are allowed: +1 or {\mbox{$-$}}1.
\item{}  Either each player is asked the {\bfseries X} question, or one player is asked the {\bfseries X}{\mbox{$~$}}question and the two other players are asked the {\bfseries Y}{\mbox{$~$}}question.
\item{}  The players win if the product of their answers is {\mbox{$-$}}1 in case only {\bfseries X}{\mbox{$~$}}questions are asked, and if the product of their answers is +1 in case {\bfseries Y}{\mbox{$~$}}questions are asked. Otherwise they lose.
\item{}  The players are not allowed to communicate with each other once the questions are asked. Before that, they are permitted to work out a strategy.
\end{myitemize}


Is there a failsafe strategy? Can they make sure that they will win? Stop to ponder the question.

Let us try pre-{}agreed answers, which we will call {\bfseries XA}, {\bfseries XB}, {\bfseries XC} and {\bfseries YA}, {\bfseries YB}, {\bfseries YC}. The winning combinations satisfy the following equations:

\begin{myquote}
\item{} $\text{ }$\newline{}
{$ X_AY_BY_C=1,\quad Y_AX_BY_C=1,\quad Y_AY_BX_C=1,\quad X_AX_BX_C=-1.$}
\end{myquote}


Consider the first three equations. The product of their right-{}hand sides equals{\mbox{$~$}}+1. The product of their left-{}hand sides equals {\bfseries XAXBXC}, implying that {\bfseries XAXBXC{\mbox{$~$}}={\mbox{$~$}}1}. (Remember that the possible values are ±1.)  But if {\bfseries XAXBXC{\mbox{$~$}}={\mbox{$~$}}1}, then the fourth equation {\bfseries XAXBXC{\mbox{$~$}}={\mbox{$~$}}{\mbox{$-$}}1} obviously cannot be satisfied.
\begin{myquote}
\item{} The bottom line: There is no failsafe strategy with pre-{}agreed answers.
\end{myquote}
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\section{The experiment of Greenberger, Horne, and Zeilinger}
\label{73}
And yet there is a failsafe strategy.\myfootnote{D. M. Greenberger,  M. A. Horne, and A. Zeilinger, \symbol{34}Going beyond Bell\textquotesingle{}s theorem,\symbol{34} in {\itshape Bell\textquotesingle{}s theorem, Quantum Theory, and Conception of the Universe}, edited by M. Kafatos (Dordrecht: Kluwer Academic, 1989), pp. 69-{}72.}

Here goes:
\begin{myitemize}
\item{}  Andy, Bob, and Charles prepare three particles (for instance, electrons) in a particular way. As a result, they are able to predict the probabilities of the possible outcomes of any spin measurement to which the three particles may subsequently be subjected. In principle these probabilities do not depend on how far the particles are apart.
\item{}  Each player takes one particle with him.
\item{}  Whoever is asked the {\bfseries X}{\mbox{$~$}}question measures the {\itshape x}{\mbox{$~$}}component of the spin of his particle  and answers with his outcome, and whoever is asked the {\bfseries Y}{\mbox{$~$}}question measures the {\itshape y}{\mbox{$~$}}component of the spin of his particle and answers likewise. (All you need to know at this point about the spin of a particle is that its component with respect to any one axis can be measured, and that for the type of particle used by the players there are two possible outcomes, namely +1 and{\mbox{$~$}}{\mbox{$-$}}1.
\end{myitemize}

Proceeding in this way, the team of players is sure to win every time.

Is it possible for the {\itshape x} and {\itshape y}{\mbox{$~$}}components of the spins of the three particles to be in possession of values before their values are actually measured?

Suppose that the {\itshape y}{\mbox{$~$}}components of the three spins have been measured. The three equations

\begin{myquote}
\item{} $\text{ }$\newline{}
{$ X_AY_BY_C=1,\quad Y_AX_BY_C=1,\quad Y_AY_BX_C=1$}
\end{myquote}


of the \mylref{70}{previous section} tell us what we would have found if the {\itshape x}{\mbox{$~$}}component of any one of the three particles had been measured instead of the {\itshape y}{\mbox{$~$}}component. If we assume that the {\itshape x}{\mbox{$~$}}components are in possession of values even though they are {\itshape not} measured, then their values can be inferred from the measured values of the three {\itshape y}{\mbox{$~$}}components.

Try to fill in the following table in such a way that
\begin{myitemize}
\item{}  each cell contains either  +1 or {\mbox{$-$}}1,
\item{}  the product of the three X{\mbox{$~$}}values equals{\mbox{$~$}}{\mbox{$-$}}1, and
\item{}  the product of every pair of Y{\mbox{$~$}}values equals the remaining X{\mbox{$~$}}value.
\end{myitemize}

Can it be done?

\begin{longtable}{|>{\RaggedRight}p{0.23208\linewidth}|>{\RaggedRight}p{0.20443\linewidth}|>{\RaggedRight}p{0.19835\linewidth}|>{\RaggedRight}p{0.20443\linewidth}|} \hline 
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\end{longtable}


The answer is negative, for the same reason that the four equations

\begin{myquote}
\item{} $\text{ }$\newline{}
{$ X_AY_BY_C=1,\quad Y_AX_BY_C=1,\quad Y_AY_BX_C=1,\quad X_AX_BX_C=-1$}
\end{myquote}


cannot all be satisfied. Just as there can be no strategy with pre-{}agreed answers, there can be no pre-{}existent values. We seem to have no choice but to conclude that these spin components are in possession of values {\itshape only if} (and only when) they are actually measured.

Any two outcomes suffice to predict a third outcome. If two {\itshape x}{\mbox{$~$}}components are measured, the third {\itshape x}{\mbox{$~$}}component can be predicted, if two {\itshape y}{\mbox{$~$}}components are measured, the {\itshape x}{\mbox{$~$}}component of the third spin can be predicted, and if one {\itshape x} and one {\itshape y}{\mbox{$~$}}component are measurement, the {\itshape y}{\mbox{$~$}}component of the third spin can be predicted. How can we understand this given that
\begin{myitemize}
\item{}  the values of the spin components are created as and when they are measured,
\item{}  the relative times of the measurements are irrelevant,
\item{}  in principle the three particles can be millions of miles apart.
\end{myitemize}

How does the third spin \symbol{34}know\symbol{34} which components of the other spins are measured and which outcomes are obtained? What mechanism correlates the outcomes?
\begin{myquote}
\item{} {\itshape You understand this as much as anybody else!}
\end{myquote}
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\label{77}\section{Probability}
\label{78}
\subsection{Basic Concepts}
\label{79}
Probability is a numerical measure of likelihood. If an event has a probability equal to{\mbox{$~$}}1 (or 100\%), then it is certain to occur. If it has a probability equal to{\mbox{$~$}}0, then it will definitely not occur. And if it has a probability equal to 1/2 (or 50\%), then it is as likely as not to occur.

You will know that tossing a fair coin has probability 1/2 to yield heads, and that casting a fair die has probability 1/6 to yield a{\mbox{$~$}}1. How do we know this?

There is a principle known as the {\itshape principle of indifference}, which states: if there are n mutually exclusive and jointly exhaustive possibilities, and if, as far as we know, there are no differences between the n{\mbox{$~$}}possibilities apart from their names (such as \symbol{34}heads\symbol{34} or \symbol{34}tails\symbol{34}), then each possibility should be assigned a probability equal to{\mbox{$~$}}1/n. ({\itshape Mutually exclusive}: only one possibility can be realized in a single trial. {\itshape Jointly exhaustive}: at least one possibility is realized in a single trial. {\itshape Mutually exclusive and jointly exhaustive}: exactly ony possibility is realized in a single trial.)

Since this principle appeals to what we {\itshape know}, it concerns {\itshape epistemic} probabilities (a.k.a. {\itshape subjective} probabilities) or {\itshape degrees of belief}. If you are certain of the truth of a proposition, then you assign to it a probability equal to{\mbox{$~$}}1. If you are certain that a proposition is false, then you assign to it a probability equal to{\mbox{$~$}}0. And if you have no information that makes you believe that the truth of a proposition is more likely (or less likely) than its falsity, then you assign to it probability{\mbox{$~$}}1/2. Subjective probabilities are therefore also known as {\itshape ignorance probabilities}: if you are ignorant of any differences between the possibilities, you assign to them equal probabilities.

If we assign probability{\mbox{$~$}}1 to a proposition because we {\itshape believe} that it is true, we assign a subjective probability, and if we assign probability{\mbox{$~$}}1 to an event because it {\itshape is} certain that it will occur, we assign an objective probability. Until the advent of quantum mechanics, the only objective probabilities known were {\itshape relative frequencies}.

The advantage of the frequentist definition of probability is that it allows us to measure probabilities, at least approximately. The trouble with it is that it refers to {\itshape ensembles}. You can\textquotesingle{}t measure the probability of heads by tossing a single coin. You get better and better approximations to the probability of heads by tossing a larger and larger number {$N$} of coins and dividing the number {$N_H$} of heads by{\mbox{$~$}}{$N.$} The exact probability of heads is the limit

\begin{myquote}
\item{} \begin{equation*} p(H)=\lim_{N\rightarrow\infty}\frac{N_H}N.\end{equation*}
\end{myquote}


The meaning of this formula is that for any positive number {$\epsilon,$} however small, you can find a (sufficiently large but finite) number{\mbox{$~$}}{$N$} such that

\begin{myquote}
\item{} \begin{equation*} \left|p(H) - \frac{N_H}N\right| < \epsilon.\end{equation*}
\end{myquote}


The probability that {$m$} events from a mutually exclusive and jointly exhaustive set of {$n$}{\mbox{$~$}}possible events happen is the sum of the probabilities of the {$m$}{\mbox{$~$}}events. Suppose, for example, you win if you cast either a 1 or a 6. The probability of winning is

\begin{myquote}
\item{} \begin{equation*} p(1\hbox{ or }6) = p(1)+p(6) = \frac16+\frac16=\frac13.\end{equation*}
\end{myquote}


In frequentist terms, this is virtually self-{}evident. {$N(1)/N$} approximates {$p(1),$} {$N(6)/N$} approximates {$p(6),$} and {$[N(1)+N(6)]/N$} approximates {$p(1\hbox{ or }6).$}

The probability that two {\itshape independent} events happen is the product of the probabilities of the individual events. Suppose, for example, you cast two dice and you win if the total is 12. Then

\begin{myquote}
\item{} \begin{equation*} p(6\hbox{ and }6)=p(6)\times p(6)= \frac16\times\frac16=\frac1{36}.\end{equation*}
\end{myquote}


By the principle of indifference, there are now {$6\times6=36$} equiprobable possibilities, and casting a total of 12 with two dice is one of them.

It is important to remember that the {\itshape joint probability} {$p(A,B) = p(A\hbox{ and }B)$} of two events {$A,B$} equals the product of the individual probabilities {$p(A)$} and {$p(B)$} {\itshape only if} the two events are independent, meaning that the probability of one does not depend on whether or not the other happens. In terms of propositions: the probability that the conjunction {$P_1\hbox{ and }P_2$} is true is the probability that {$P_1$} is true times the probability that {$P_2$} is true {\itshape only if} the probability that either proposition is true does not depend on whether the other is true or false. Ignoring this can have the \myhref{http://en.wikipedia.org/wiki/Sally\%20Clark}{most tragic consequences}.

The general rule for the joint probability of two events is

\begin{myquote}
\item{} \begin{equation*} p(A,B) = p(B|A)\,p(A) = p(A|B)\,p(B).\end{equation*}
\end{myquote}


{$p(B|A)$} is a {\itshape conditional probability}: the probability of {$B$} {\itshape given that}{\mbox{$~$}}{$A.$}

To see this, let {$N(A,B)$} be the number of trials in which both {$A$} and {$B$} happen or are true. {$N(A,B)/N$} approximates {$p(A,B),$} {$N(A,B)/N(A)$} approximates {$p(B|A),$} and {$N(A)/N$} approximates {$p(A).$} But

\begin{myquote}
\item{} \begin{equation*} p(A,B)\stackrel{N\rightarrow\infty}{\longleftarrow}\frac{N(A,B)}N = \frac{N(A,B)}{N(A)}\times \frac{N(A)}N\stackrel{N\rightarrow\infty}{\longrightarrow}p(B|A)\,p(A). \end{equation*}
\end{myquote}

An immediate consequence of this is {\itshape Bayes\textquotesingle{} theorem}:
\begin{myquote}
\item{} \begin{equation*}  p(B|A) = \frac{p(A|B)}{p(A)}p(B).\end{equation*}
\end{myquote}


The following is just as readily established:

\begin{myquote}
\item{} \begin{equation*} p(X) = p(X|Y)\,p(Y)+p(X|\overline{Y})\,p(\overline{Y}),\end{equation*}
\end{myquote}


where {$\overline{Y}$} happens or is true whenever {$Y$} does not happen or is false. The generalization to {$n>2$} mutually exclusive and jointly exhaustive possibilities should be obvious.




Given a {\itshape random variable}, which is a set {$X=\{x_1,\dots,x_n\}$} of random numbers, we may want to know the arithmetic mean

\begin{myquote}
\item{} \begin{equation*} \langle X\rangle = \frac1n \sum_{k=1}^n x_k = \frac{x_1+\cdots+x_n}n\end{equation*}
\end{myquote}


as well as the {\itshape standard deviation}, which is the root-{}mean-{}square deviation from the arithmetic mean,

\begin{myquote}
\item{} \begin{equation*} \sigma(X) = \sqrt{\frac{1}{n} \sum_{k=1}^n (x_k - \langle X\rangle)^2}.\end{equation*}
\end{myquote}


The standard deviation is an important measure of {\itshape statistical dispersion}.

Given {$n$} possible measurement outcomes {$v_1,\dots v_n$} with probabilities {$p_k=p(v_k),$} we have a {\itshape probability distribution} {$\{p_1,\dots,p_n\},$} and we may want to know the {\itshape expected value} of{\mbox{$~$}}{$X,$} defined by

\begin{myquote}
\item{} \begin{equation*} \langle X\rangle = \sum_{k=1}^n p_k x_k\end{equation*}
\end{myquote}


as well as the corresponding standard deviation

\begin{myquote}
\item{} \begin{equation*} \sigma(X)=\sqrt{\sum_{k=1}^n p_k (x_k-\langle X\rangle)^2},\end{equation*}
\end{myquote}


which is a handy measure of the fuzziness of {$X$}.

We have defined probability as a numerical measure of likelihood. So what is likelihood? What is probability apart from being a numerical measure? The frequentist definition covers some cases, the epistemic definition covers others, but which definition would cover all cases? It seems that probability is one of those concepts that are intuitively meaningful to us, but — just like time or the experience of purple — cannot be explained in terms of other concepts.
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\label{80}

\subsection{Some Problems}
\label{81}

{\bfseries Problem 1 (Monty Hall)}. A player in a game show is given the choice of three doors. Behind one door is the Grand Prize (say, a car); behind the other two doors are booby prizes (say, goats). The player picks a door, and the show host peeks behind the doors and opens one of the remaining doors. There is a booby prize behind the door he opened. The host then offers the player either to stay with the door that was chosen at the beginning, or to switch to the other closed door. What gives the player the better chance of winning: to switch doors or to stay with the original choice? Or are the chances equal?


{\bfseries Problem 2}. Imagine you toss a coin successively and wait till the first time the pattern HTT appears. For example, if the sequence of tosses was

\begin{myquote}
\item{} H H T H H T H H T T H H T T T H T H
\end{myquote}


then the pattern HTT would appear after the 10th toss. Let A(HTT) be the average number of tosses until HTT occurs, and let A(HTH) be the average number of tosses until HTH occurs. Which of the following is true?

\begin{myquote}
\item{} (a) A( HTH) <{} ( HTT), (b) A(HTH) = A(HTT), or (c) A(HTH) >{} A(HTT).
\end{myquote}



{\bfseries Problem 3}. Imagine a test for a certain disease (say, HIV) that is 99\% accurate. And suppose a person picked at random tests positive. What is the probability that the person actually has the disease?
\subsubsection{Solutions}
\label{82}
{\bfseries Problem 1}. Let {$p(C1)$} be the probability that the car is behind door{\mbox{$~$}}1, {$p(O3)$} the probability that the host opens door{\mbox{$~$}}3, and {$p(O3|C1)$} the probability that the host opens door{\mbox{$~$}}3 given that the car is behind door{\mbox{$~$}}1. We have

\begin{myquote}
\item{} \begin{equation*} p(O3) = p(O3|C1)\,p(C1)+p(O3|C2)\,p(C2) +p(O3|C3)\,p(C3)\end{equation*}
\end{myquote}


as well as

\begin{myquote}
\item{} \begin{equation*} p(O3|C2)\,p(C2) = p(C2|O3)\,p(O3).\end{equation*}
\end{myquote}


If the first choice is door{\mbox{$~$}}1, then {$p(O3|C1)=1/2,$} {$p(O3|C2)=1,$} and {$p(O3|C3)=0.$} Hence 

\begin{myquote}
\item{} \begin{equation*} p(O3) = \frac12\times\frac13+1\times\frac13 + 0\times\frac13 = \frac12\end{equation*}
\end{myquote}


and thus

\begin{myquote}
\item{} \begin{equation*} p(C2|O3) = \frac{p(O3|C2)\,p(C2)}{p(O3)} = \frac{1\times\frac13}{\frac12} = \frac23.\end{equation*}
\end{myquote}


In words: If the player\textquotesingle{}s first choice is door{\mbox{$~$}}1 and the host opens door{\mbox{$~$}}3, then the probability that the car is behind door{\mbox{$~$}}2 is {$2/3,$} whereas the probability that it is behind door{\mbox{$~$}}1 is 1 – 2/3 = 1/3. A quicker way to see that switching {\itshape doubles} the chances of winning is to compare this game with another one, in which the show host offers the choice of either opening the originally chosen door or opening {\itshape both} other doors (and winning regardless of which, if any, has the car). 

Note: This result depends on the show host *deliberately* opening only a door with a goat behind it. If she doesn\textquotesingle{}t know -{} or doesn\textquotesingle{}t care (!) -{} which door the car is behind, and opens a remaining door at random, then 1/3 of the outcomes that were initially possible have been removed by her having opened a door with a goat. In this case the player gains no advantage (or disadvantage) by switching. So the answer depends on the rules of the game, not just the sequence of events. Of course the player may not know what the \textquotesingle{}rules\textquotesingle{} are in this respect, in which case he should still switch doors because there can be no disadvantage in doing so.

{\bfseries Problem 2}. The average number of tosses until HTT occurs, A(HTT), equals{\mbox{$~$}}8, whereas A(HTH) = 10. To see why the latter is greater, imagine you have tossed HT. If you are looking for HTH and the next toss gives you HTT, then your next chance to see HTH is after a total of 6 tosses, whereas if you are looking for HTT and the next toss gives you HTH, then your next chance to see HTT is after a total of 5 tosses.

{\bfseries Problem 3}. The answer depends on how rare the disease is. Suppose that one in 10,000 has it. This means 100 in a million. If a million are tested, there will be 99 true positives and one false negative. 99\% of the remaining 999,900 — that is, 989,901 — will yield true negatives and 1\% — that is, 9,999 — will yield false positives. The probability that a randomly picked person testing positive actually has the disease is the number of true positives divided by the number of positives, which in this particular example is 99/(9999+99) = 0.0098 — less than{\mbox{$~$}}1\%!
\subsection{Moral}
\label{83}
Be it scientific data or evidence in court — there are usually competing explanations, and usually each explanation has a likely bit and an unlikely bit. For example, having the disease is unlikely, but the test is likely to be correct; not having the disease is likely, but a false test result is unlikely. You can see the importance of accurate assessments of the likelihood of competing explanations, and if you have tried the problems, you have seen that we aren\textquotesingle{}t very good at such assessments.
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\label{84}\section{Mathematical tools}
\label{85}\subsection{Elements of calculus}
\label{86}\subsubsection{A definite integral}
\label{87}
Imagine an object {$\mathcal{O}$} that is free to move in one dimension — say, along the {$x$}{\mbox{$~$}}axis. Like every physical object, it has a more or less fuzzy position (relative to whatever reference object we choose). For the purpose of describing its fuzzy position, quantum mechanics provides us with a probability density{\mbox{$~$}}{$\rho(x).$} This depends on actual measurement outcomes, and it allows us to calculate the probability of finding the particle in any given interval of the {$x$}{\mbox{$~$}}axis, provided that an appropriate measurement is made. (Remember our mantra: the mathematical formalism of quantum mechanics serves to assign probabilities to possible measurement outcomes on the basis of actual outcomes.)



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/69.png}
\end{center}
\raggedright{}\myfigurewithoutcaption{69}
\end{minipage}\vspace{0.75cm}



We call {$\rho(x)$} a probability {\itshape density} because it represents a probability per unit length. The probability of finding {$\mathcal{O}$} in the interval between {$x_1$} and{\mbox{$~$}}{$x_2$} is given by the area{\mbox{$~$}}{$A$} between the graph of {$\rho(x),$} the {$x$}{\mbox{$~$}}axis, and the vertical lines at {$x_1$} and{\mbox{$~$}}{$x_2,$} respectively.
How do we calculate this area? The trick is to cover it with narrow rectangles of width {$\Delta x.$}
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The area of the first rectangle from the left is {$\rho(x_1+\Delta x)\,\Delta x,$} the area of the second is {$\rho(x_1+2\,\Delta x)\,\Delta x,$} and the area of the last is {$\rho(x_1+12\,\Delta x)\,\Delta x.$} For the sum of these areas we have the shorthand notation
\begin{myquote}
\item{} \begin{equation*} \sum_{k=1}^{12}\rho(x+k\,\Delta x)\,\Delta x.\end{equation*}
\end{myquote}

It is not hard to visualize that if we increase the number {$N$} of rectangles and at the same time decrease the width {$\Delta x$} of each rectangle, then the sum of the areas of all rectangles fitting under the graph of {$\rho(x)$} between {$x_1$} and{\mbox{$~$}}{$x_2$} gives us a better and better approximation to the area{\mbox{$~$}}{$A$} and thus to the probability of finding {$\mathcal{O}$} in the interval between {$x_1$} and{\mbox{$~$}}{$x_2.$} As {$\Delta x$} tends toward{\mbox{$~$}}0 and {$N$} tends toward infinity ({$\infty$}), the above sum tends toward the {\itshape integral}
\begin{myquote}
\item{} \begin{equation*} \int_{x_1}^{x_2}\rho(x)\,dx.\end{equation*}
\end{myquote}


We sometimes call this a {\itshape definite} integral to emphasize that it\textquotesingle{}s just a number. (As you can guess, there are also {\itshape indefinite} integrals, about which more later.) The uppercase delta has turned into a{\mbox{$~$}}{$d$} indicating that {$dx$} is an infinitely small (or {\itshape infinitesimal}) width, and the summation symbol (the uppercase sigma) has turned into an elongated{\mbox{$~$}}S indicating that we are adding infinitely many infinitesimal areas.

Don\textquotesingle{}t let the term \symbol{34}infinitesimal\symbol{34} scare you. An infinitesimal quantity means nothing by itself. It is the {\itshape combination} of the integration symbol {$\textstyle\int$} with the infinitesimal quantity {$dx$} that makes sense as a {\itshape limit}, in which {$N$} grows above any number however large, {$dx$} (and hence the area of each rectangle) shrinks below any (positive) number however small, while the sum of the areas tends toward a well-{}defined, finite number.
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\label{88}\subsubsection{Differential calculus: a very brief introduction}
\label{89}
Another method by which we can obtain a well-{}defined, finite number from infinitesimal quantities is to divide one such quantity by another.

We shall assume throughout that we are dealing with well-{}behaved functions, which means that you can plot the graph of such a function without lifting up your pencil, and you can do the same with each of the function\textquotesingle{}s derivatives. So what is a function, and what is the derivative of a function?

A {\itshape function} {$f(x)$} is a machine with an input and an output. Insert a number{\mbox{$~$}}{$x$} and out pops the number{\mbox{$~$}}{$f(x).$} Rather confusingly, we sometimes think of {$f(x)$} not as a machine that churns out numbers but as the number churned out when {$x$} is inserted.
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The (first) {\itshape derivative} {$f'(x)$} of {$f(x)$} is a function that tells us how much {$f(x)$} increases as {$x$} increases (starting from a given value of{\mbox{$~$}}{$x,$} say{\mbox{$~$}}{$x_0$}) in the limit in which both the increase {$\Delta x$} in{\mbox{$~$}}{$x$} and the corresponding increase {$\Delta f =f(x+\Delta x)-f(x)$} in {$f(x)$} (which of course may be negative) tend toward{\mbox{$~$}}0:

\begin{myquote}
\item{} \begin{equation*} f'(x_0)=\lim_{\Delta x\rightarrow0}{\Delta f\over\Delta x}={df\over dx}(x_0).\end{equation*}
\end{myquote}


The above diagrams illustrate this limit. The ratio {$\Delta f/\Delta x$} is the {\itshape slope} of the straight line through the black circles (that is, the {$\tan$} of the angle between the positive {$x$}{\mbox{$~$}}axis and the straight line, measured counterclockwise from the positive {$x$}{\mbox{$~$}}axis). As {$\Delta x$} decreases, the black circle at {$x+\Delta x$} slides along the graph of {$f(x)$} towards the black circle at{\mbox{$~$}}{$x,$} and the slope of the straight line through the circles increases. In the limit {$\Delta x\rightarrow 0,$} the straight line becomes a tangent on the graph of{\mbox{$~$}}{$f(x),$} touching it at{\mbox{$~$}}{$x.$} The slope of the tangent on{\mbox{$~$}}{$f(x)$} at{\mbox{$~$}}{$x_0$} is what we mean by {\itshape the slope of{\mbox{$~$}}{$f(x)$} at{\mbox{$~$}}{$x_0.$}}

So the first derivative {$f'(x)$} of {$f(x)$} is the function that equals the slope of {$f(x)$} for every{\mbox{$~$}}{$x.$} To {\itshape differentiate} a function{\mbox{$~$}}{$f$} is to obtain its first derivative{\mbox{$~$}}{$f'.$} By differentiating {$f',$} we obtain the second derivative {$f''=\frac{d^2f}{dx^2}$} of {$f,$} by differentiating {$f''$} we obtain the third derivative {$f'''=\frac{d^3f}{dx^3},$} and so on.

It is readily shown that if {$a$} is a number and {$f$} and{\mbox{$~$}}{$g$} are functions of{\mbox{$~$}}{$x,$} then

\begin{myquote}
\item{} {$ {d(af)\over dx}=a{df\over dx}$}  {\mbox{$~$}}and{\mbox{$~$}}  {${d(f+g)\over dx}={df\over dx}+{dg\over dx}.$}
\end{myquote}


A slightly more difficult problem is to differentiate the product {$e=fg$} of two functions of{\mbox{$~$}}{$x.$} Think of {$f$} and {$g$} as the vertical and horizontal sides of a rectangle of area{\mbox{$~$}}{$e.$} As {$x$} increases by {$\Delta x,$} the product {$fg$} increases by the sum of the areas of the three white rectangles in this diagram:
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In other \symbol{34}words\symbol{34},

\begin{myquote}
\item{} \begin{equation*} \Delta e = f(\Delta g)+(\Delta f)g+(\Delta f)(\Delta g)\end{equation*}
\end{myquote}


and thus

\begin{myquote}
\item{} \begin{equation*} \frac{\Delta e}{\Delta x} = f\,\frac{\Delta g}{\Delta x}+\frac{\Delta f}{\Delta x}\,g+ \frac{\Delta f\,\Delta g}{\Delta x}.\end{equation*}
\end{myquote}


If we now take the limit in which {$\Delta x$} and, hence, {$\Delta f$} and {$\Delta g$} tend toward{\mbox{$~$}}0, the first two terms on the right-{}hand side tend toward {$fg'+f'g.$} What about the third term? Because it is the product of an expression (either {$\Delta f$} or {$\Delta g$}) that tends toward{\mbox{$~$}}0 and an expression (either {$\Delta g/\Delta x$} or {$\Delta f/\Delta x$}) that tends toward a finite number, it tends toward{\mbox{$~$}}0. The bottom line:

\begin{myquote}
\item{} \begin{equation*} e' = (fg)' = fg' + f'g.\end{equation*}
\end{myquote}


This is readily generalized to products of {$n$} functions. Here is a special case:

\begin{myquote}
\item{} \begin{equation*} (f^n)'=f^{n-1}\,f'+f^{n-2}\,f'\,f+f^{n-3}\,f'\,f^2+\cdots+f'\,f^{n-1}=n\,f^{n-1}f'.\end{equation*}
\end{myquote}


Observe that there are {$n$} equal terms between the two equal signs. If the function {$f$} returns whatever you insert, this boils down to

\begin{myquote}
\item{} \begin{equation*} (x^n)'=n\,x^{n-1}.\end{equation*}
\end{myquote}


Now suppose that {$g$} is a function of{\mbox{$~$}}{$f$} and {$f$} is a function of{\mbox{$~$}}{$x.$} An increase in {$x$} by {$\Delta x$} causes an increase in{\mbox{$~$}}{$f$} by {$\Delta f\approx\frac{df}{dx}\Delta x,$} and this in turn causes an increase in {$g$} by {$\Delta g\approx\frac{dg}{df}\Delta f.$} Thus {$\frac{\Delta g}{\Delta x}\approx\frac{dg}{df}\frac{df}{dx}.$} In the limit {$\Delta x\rightarrow0$} the {$\approx$} becomes a {$=$} :

\begin{myquote}
\item{} \begin{equation*} {dg\over dx}={dg\over df}{df\over dx}.\end{equation*}
\end{myquote}




We obtained {$(x^n)'=n\,x^{n-1}$} for integers{\mbox{$~$}}{$n\geq2.$} Obviously it also holds for {$n=0$} and {$n=1.$}

\begin{myenumerate}
\item{}  Show that it also holds for negative integers{\mbox{$~$}}{$n.$} Hint: Use the product rule to calculate {$(x^nx^{-n})'.$}
\item{}  Show that {$(\sqrt x)'=1/(2\sqrt x).$} Hint: Use the product rule to calculate {$(\sqrt x\sqrt x)'.$}
\item{}  Show that {$(x^n)'=n\,x^{n-1}$} also holds for {$n=1/m$} where {$m$} is a natural number.
\item{}  Show that this equation also holds if {$n$} is a rational number. Use {${dg\over dx}={dg\over df}{df\over dx}.$}
\end{myenumerate}


Since every real number is the limit of a sequence of rational numbers, we may now confidently proceed on the assumption that {$(x^n)'=n\,x^{n-1}$} holds for all real numbers{\mbox{$~$}}{$n.$}
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\label{90}\subsubsection{Taylor series}
\label{91}

A well-{}behaved function can be expanded into a power series. This means that for all non-{}negative integers {$k$} there are real numbers {$a_k$} such that

\begin{myquote}
\item{} \begin{equation*} f(x)=\sum_{k=0}^\infty a_kx^k=a_0+a_1x+a_2x^2+a_3x^3+a_4x^4+\cdots\end{equation*}
\end{myquote}


Let us calculate the first four derivatives using {$(x^n)'=n\,x^{n-1}$}:

\begin{myquote}
\item{} \begin{equation*} f'(x)=a_1+2\,a_2x+3\,a_3x^2+4\,a_4x^3+5\,a_5x^4+\cdots\end{equation*}
\end{myquote}


\begin{myquote}
\item{} \begin{equation*} f''(x)=2\,a_2+2\cdot3\,a_3x+3\cdot4\,a_4x^2+4\cdot5\,a_5x^3+\cdots \end{equation*}
\end{myquote}


\begin{myquote}
\item{} \begin{equation*} f'''(x)=2\cdot3\,a_3+2\cdot3\cdot4\,a_4x+3\cdot4\cdot5\,a_5x^2+\cdots \end{equation*}
\end{myquote}


\begin{myquote}
\item{} \begin{equation*} f''''(x)=2\cdot3\cdot4\,a_4+2\cdot3\cdot4\cdot5\,a_5x+\cdots\end{equation*}
\end{myquote}


Setting {$x$} equal to zero, we obtain

\begin{myquote}
\item{} \begin{equation*} f(0)=a_0,\quad f'(0)=a_1,\quad f''(0)=2\,a_2,\quad f'''(0)=2\times3\,a_3,\quad f''''(0)=2\times3\times4\,a_4. \end{equation*}
\end{myquote}


Let us write {$f^{(n)}(x)$} for the {$n$}-{}th derivative of{\mbox{$~$}}{$f(x).$} We also write {$f^{(0)}(x)=f(x)$} — think of {$f(x)$} as the \symbol{34}zeroth derivative\symbol{34} of{\mbox{$~$}}{$f(x).$} We thus arrive at the general result {$f^{(k)}(0)=k!\,a_k,$} where the {\itshape factorial}{\mbox{$~$}}{$k!$} is defined as equal to{\mbox{$~$}}1 for {$k=0$} and {$k=1$} and as the product of all natural numbers {$n\leq k$} for {$k>1.$} Expressing the coefficients {$a_k$} in terms of the derivatives of {$f(x)$} at {$x=0,$} we obtain

\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ f(x)=\sum_{k=0}^\infty {f^{(k)}(0)\over k!}x^k=f(0)+f'(0)x+f''(0){x^2\over2!}+f'''(0){x^3\over3!}+\cdots $} 
\end{longtable}


This is the {\itshape Taylor series} for{\mbox{$~$}}{$f(x).$}

A remarkable result: if you know the value of a well-{}behaved function {$f(x)$} and the values of all of its derivatives {\itshape at the single point} {$x=0$} then you know {$f(x)$} at {\itshape all} points{\mbox{$~$}}{$x.$} Besides, there is nothing special about {$x=0,$} so {$f(x)$} is also determined by its value and the values of its derivatives at any other point{\mbox{$~$}}{$x_0$}:

\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$ f(x)=\sum_{k=0}^\infty {f^{(k)}(x_0)\over k!}(x-x_0)^k. $} 
\end{longtable}
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\label{92}\subsubsection{The exponential function}
\label{93}

We define the function {$\exp(x)$} by requiring that

\begin{myquote}
\item{} {$ \exp'(x)=\exp(x)$} {\mbox{$~$}}and {\mbox{$~$}}{$\exp(0)=1.$}
\end{myquote}


The value of this function is everywhere equal to its slope. Differentiating the first defining equation repeatedly we find that

\begin{myquote}
\item{} \begin{equation*} \exp^{(n)}(x)=\exp^{(n-1)}(x)=\cdots=\exp(x).\end{equation*}
\end{myquote}


The second defining equation now tells us that {$\exp^{(k)}(0)=1$} for all{\mbox{$~$}}{$k.$} The result is a particularly simple Taylor series:


\begin{longtable}{>{\RaggedRight}p{0.95982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt}{$\exp(x)=\sum_{k=0}^\infty {x^k\over k!} =1+x+{x^2\over2}+{x^3\over6}+{x^4\over24}+\cdots$} 
\end{longtable}


Let us check that a well-{}behaved function satisfies the equation

\begin{myquote}
\item{} \begin{equation*} f(a)\,f(b)=f(a+b)\end{equation*}
\end{myquote}


if and only if

\begin{myquote}
\item{} \begin{equation*} f^{(i+k)}(0)=f^{(i)}(0)\,f^{(k)}(0).\end{equation*}
\end{myquote}


We will do this by expanding the {$f$}\textquotesingle{}s in powers of{\mbox{$~$}}{$a$} and{\mbox{$~$}}{$b$} and compare coefficents. We have

\begin{myquote}
\item{} \begin{equation*} f(a)\,f(b)=\sum_{i=0}^\infty\sum_{k=0}^\infty\frac{f^{(i)}(0)f^{(k)}(0)}{i!\,k!}\,a^i\,b^k,\end{equation*}
\end{myquote}


and using the binomial expansion

\begin{myquote}
\item{} \begin{equation*} (a+b)^i=\sum_{l=0}^i\frac{i!}{(i-l)!\,l!}\,a^{i-l}\,b^l,\end{equation*}
\end{myquote}


we also have that

\begin{myquote}
\item{} \begin{equation*} f(a+b)=\sum_{i=0}^\infty {f^{(i)}(0)\over i!}(a+b)^i= \sum_{i=0}^\infty\sum_{l=0}^i\frac{f^{(i)}(0)}{(i-l)!\,l!}\,a^{i-l}\,b^l= \sum_{i=0}^\infty\sum_{k=0}^\infty\frac{f^{(i+k)}(0)}{i!\,k!}\,a^i\,b^k. \end{equation*}
\end{myquote}


Voilà.

The function {$\exp(x)$} obviously satisfies {$f^{(i+k)}(0)=f^{(i)}(0)\,f^{(k)}(0)$} and hence {$f(a)\,f(b)=f(a+b).$}

So does the function {$f(x)=\exp(ux).$}

Moreover, {$f^{(i+k)}(0)=f^{(i)}(0)\,f^{(k)}(0)$} implies {$f^{(n)}(0) = [f'(0)]^n.$}

We gather from this

\begin{myitemize}
\item{}  that the functions satisfying {$f(a)\,f(b)=f(a+b)$} form a one-{}parameter family, the parameter being the real number {$f'(0),$} and
\end{myitemize}


\begin{myitemize}
\item{}  that the one-{}parameter family of functions {$\exp(ux)$} satisfies {$f(a)\,f(b)=f(a+b)$}, the parameter being the real number{\mbox{$~$}}{$u.$}
\end{myitemize}


But {$f(x)=v^x$} also defines a one-{}parameter family of functions that satisfies {$f(a)\,f(b)=f(a+b)$}, the parameter being the positive number{\mbox{$~$}}{$v.$}

Conclusion: for every real number {$u$} there is a positive number {$v$} (and vice versa) such that {$v^x=\exp(ux).$} 

One of the most important numbers is {$e,$} defined as the number {$v$} for which {$u=1,$} that is: {$e^x=\exp(x)$}:

\begin{myquote}
\item{} \begin{equation*} e=\exp(1)=\sum_{n=0}^\infty{1\over n!}=1+1+{1\over2}+{1\over6}+\dots= 2.7182818284590452353602874713526\dots\end{equation*}
\end{myquote}




The {\itshape natural logarithm} {$\ln(x)$} is defined as the inverse of {$\exp(x),$} so {$\exp[\ln(x)]=\ln[\exp(x)]=x.$} Show that

\begin{myquote}
\item{} \begin{equation*}{d\ln f(x)\over dx}={1\over f(x)}{df\over dx}.\end{equation*}
\end{myquote}


Hint: differentiate {$\exp\{\ln[f(x)]\}.$}
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\label{94}\subsubsection{The indefinite integral}
\label{95}

How do we add up infinitely many infinitesimal areas? This is elementary if we know a function {$F(x)$} of which {$f(x)$} is the first derivative. If {$f(x)=\frac{dF}{dx}$} then {$dF(x)=f(x)\,dx$} and

\begin{myquote}
\item{} \begin{equation*} \int_a^b f(x)\,dx=\int_a^b dF(x)=F(b)-F(a).\end{equation*}
\end{myquote}


All we have to do is to add up the infinitesimal amounts {$dF$} by which {$F(x)$} increases as {$x$} increases from {$a$} to{\mbox{$~$}}{$b,$} and this is simply the difference between {$F(b)$} and{\mbox{$~$}}{$F(a).$}

A function {$F(x)$} of which {$f(x)$} is the first derivative is called an {\itshape integral} or {\itshape antiderivative} of {$f(x).$} Because the integral of {$f(x)$} is determined only up to a constant, it is also known as {\itshape indefinite} integral of {$f(x).$} Note that wherever {$f(x)$} is negative, the area between its graph and the {$x$}{\mbox{$~$}}axis counts as negative. 

How do we calculate the integral {$I=\int_a^b dx\,f(x)$} if we don\textquotesingle{}t know any antiderivative of the {\itshape integrand} {$f(x)$}? Generally we look up a table of integrals. Doing it ourselves calls for a significant amount of skill. As an illustration, let us do the Gaussian integral

\begin{myquote}
\item{} \begin{equation*} I=\int_{-\infty}^{+\infty}dx\,e^{-x^2/2}.\end{equation*}
\end{myquote}


For this integral someone has discovered the following trick. (The trouble is that different integrals generally require different tricks.) Start with the square of{\mbox{$~$}}{$I$}:

\begin{myquote}
\item{} \begin{equation*} I^2=\int_{-\infty}^{+\infty}dx\,e^{-x^2/2}\int_{-\infty}^{+\infty}dy \,e^{-y^2/2}= \int_{-\infty}^{+\infty}\int_{-\infty}^{+\infty}dx\,dy\,e^{-(x^2+y^2)/2}. \end{equation*}
\end{myquote}


This is an integral over the {$x{-}y$} plane. Instead of dividing this plane into infinitesimal rectangles {$dx\,dy,$} we may divide it into concentric rings of radius{\mbox{$~$}}{$r$} and infinitesimal width{\mbox{$~$}}{$dr.$} Since the area of such a ring is {$2\pi r\,dr,$} we have that

\begin{myquote}
\item{} \begin{equation*} I^2=2\pi\int_0^{+\infty}dr\,r\,e^{-r^2/2}.\end{equation*}
\end{myquote}


Now there is only one integration to be done. Next we make use of the fact that {$\frac{d\,r^2}{dr}=2r,$} hence {$dr\,r=d(r^2/2),$} and we introduce the variable {$w=r^2/2$}:

\begin{myquote}
\item{} \begin{equation*} I^2=2\pi\int_0^{+\infty}d\left({r^2/2}\right)e^{-r^2/2}= 2\pi\int_0^{+\infty}dw\,e^{-w}.\end{equation*}
\end{myquote}


Since we know that the antiderivative of {$e^{-w}$} is {$-e^{-w},$} we also know that

\begin{myquote}
\item{} \begin{equation*} \int_0^{+\infty}dw\,e^{-w}=(-e^{-\infty})-(-e^{-0})=0+1=1.\end{equation*}
\end{myquote}


Therefore {$I^2=2\pi$} and

\begin{myquote}
\item{} \begin{equation*} \int_{-\infty}^{+\infty}dx\,e^{-x^2/2}=\sqrt{2\pi}.\end{equation*}
\end{myquote}


Believe it or not, a significant fraction of the literature in theoretical physics concerns variations and elaborations of this basic {\itshape Gaussian} integral.

One variation is obtained by substituting {$\sqrt{a}\,x$} for {$x$}:

\begin{myquote}
\item{} \begin{equation*} \int_{-\infty}^{+\infty}dx\,e^{-ax^2/2}=\sqrt{2\pi/a}.\end{equation*}
\end{myquote}


Another variation is obtained by thinking of both sides of this equation as functions of{\mbox{$~$}}{$a$} and differentiating them with respect to{\mbox{$~$}}{$a.$} The result is

\begin{myquote}
\item{} \begin{equation*} \int_{-\infty}^{+\infty}dx\,e^{-ax^2/2}x^2=\sqrt{2\pi/a^3}.\end{equation*}
\end{myquote}
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\label{96}\subsubsection{Sine and cosine}
\label{97}

We define the function {$\cos(x)$} by requiring that

\begin{myquote}
\item{} {$ \cos''(x)=-\cos(x),\quad \cos(0)=1$} {\mbox{$~$}}and{\mbox{$~$}} {$\cos'(0)=0.$}
\end{myquote}


If you sketch the graph of this function using only this information, you will notice that wherever {$\cos(x)$} is positive, its slope decreases as {$x$} increases (that is, its graph curves downward), and wherever {$\cos(x)$} is negative, its slope increases as {$x$} increases (that is, its graph curves upward).

Differentiating the first defining equation repeatedly yields

\begin{myquote}
\item{} \begin{equation*} \cos^{(n+2)}(x)=-\cos^{(n)}(x)\end{equation*}
\end{myquote}


for all natural numbers{\mbox{$~$}}{$n.$} Using the remaining defining equations, we find that {$\cos^{(k)}(0)$} equals{\mbox{$~$}}1 for k{\mbox{$~$}}={\mbox{$~$}}0,4,8,12…, –1{\mbox{$~$}}for k{\mbox{$~$}}={\mbox{$~$}}2,6,10,14…, and{\mbox{$~$}}0 for odd{\mbox{$~$}}k. This leads to the following Taylor series:

\begin{myquote}
\item{} \begin{equation*} \cos(x) = \sum_{n=0}^\infty \frac{(-1)^nx^{2n}}{(2n)!} = 1-{x^2\over2!}+ {x^4\over4!} -{x^6\over6!}+\dots.\end{equation*}
\end{myquote}


The function {$\sin(x)$} is similarly defined by requiring that

\begin{myquote}
\item{} \begin{equation*} \sin''(x)=-\sin(x),\quad \sin(0)=0,\quad\hbox{and}\quad \sin'(0)=1.\end{equation*}
\end{myquote}


This leads to the Taylor series

\begin{myquote}
\item{} \begin{equation*} \sin(x) = \sum_{n=0}^\infty \frac{(-1)^nx^{2n+1}}{(2n+1)!} = x-{x^3\over3!}+ {x^5\over5!} -{x^7\over7!}+\dots.\end{equation*}
\end{myquote}
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\label{98}\subsection{Complex numbers}
\label{99}

The \myhref{http://en.wikipedia.org/wiki/Natural\%20number}{{\itshape natural numbers}} are used for counting. By subtracting natural numbers from natural numbers, we can create \myhref{http://en.wikipedia.org/wiki/Integers}{{\itshape integers}} that are not natural numbers. By dividing integers by integers (other than zero) we can create \myhref{http://en.wikipedia.org/wiki/Rational\%20number}{{\itshape rational numbers}} that are not integers. By taking the square roots of positive rational numbers we can create \myhref{http://en.wikipedia.org/wiki/Real\%20number}{{\itshape real numbers}} that are \myhref{http://en.wikipedia.org/wiki/Irrational\%20number}{irrational}. And by taking the square roots of negative numbers we can create \myhref{http://en.wikipedia.org/wiki/Complex\%20number}{{\itshape complex numbers}} that are \myhref{http://en.wikipedia.org/wiki/Imaginary\%20number}{imaginary}.

Any imaginary number is a real number multiplied by the positive square root of {$-1,$} for which we have the symbol {$i=\, _+ \sqrt{-1}.$}

Every complex number {$z$} is the sum of a real number {$a$} (the \myhref{http://en.wikipedia.org/wiki/Real\%20part}{{\itshape real part}} of {$z$}) and an imaginary number {$ib.$} Somewhat confusingly, the \myhref{http://en.wikipedia.org/wiki/Imaginary\%20part}{{\itshape imaginary part}} of {$z$} is the {\itshape real} number{\mbox{$~$}}{$b.$}

Because real numbers can be visualized as points on a line, they are also referred to as (or thought of as constituting) the \myhref{http://en.wikipedia.org/wiki/Real\%20line}{real line}. Because complex numbers can be visualized as points in a plane, they are also referred to as (or thought of as constituting) the \myhref{http://en.wikipedia.org/wiki/Complex\%20plane}{complex plane}. This plane contains two axes, one horizontal (the {\itshape real axis} constituted by the real numbers) and one vertical (the {\itshape imaginary axis} constituted by the imaginary numbers).

Do not be mislead by the whimsical tags \symbol{34}real\symbol{34} and \symbol{34}imaginary\symbol{34}. No number is real in the sense in which, say, apples are real. The real numbers are no less imaginary in the ordinary sense than the imaginary numbers, and the imaginary numbers are no less real in the mathematical sense than the real numbers. If you are not yet familiar with complex numbers, it is because you don\textquotesingle{}t need them for counting or measuring. You need them for calculating the probabilities of measurement outcomes.
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This diagram illustrates, among other things, the addition of complex numbers:

\begin{myquote}
\item{} \begin{equation*} z_1+z_2 = (a_1 + ib_1) + (a_2 + ib_2) = (a_1 + a_2) + i(b_1 + b_2).\end{equation*}
\end{myquote}


As you can see, adding two complex numbers is done in the same way as \myhref{http://en.wikipedia.org/wiki/Vector\%20\%28spatial\%29\%23Vector\%20addition\%20and\%20subtraction}{adding two vectors} {$(a,b)$} and {$(c,d)$} in a plane.

Instead of using rectangular coordinates specifying the real and imaginary parts of a complex number, we may use polar coordinates specifying the {\itshape absolute value} or {\itshape modulus} {$r= |z|$} and the {\itshape complex argument} or \myhref{http://mathworld.wolfram.com/ComplexNumber.html}{ {\itshape phase}} {$\alpha$}, which is an angle measured in \myhref{http://en.wikipedia.org/wiki/Radian}{radians}. Here is how these coordinates are related:

\begin{myquote}
\item{} \begin{equation*}a = r \cos \alpha,\qquad b = r \sin \alpha,\qquad r = \, _+ \sqrt{a^2+b^2},\end{equation*}
\end{myquote}


(Remember \myhref{http://en.wikipedia.org/wiki/Pythagorean\%20theorem}{Pythagoras}?)

\begin{myquote}
\item{} \begin{equation*}\alpha =  \begin{cases} \arctan(\frac ba) & \mbox{if } a > 0\\ \arctan(\frac ba) + \pi & \mbox{if } a < 0 \mbox{ and } b \ge 0\\ \arctan(\frac ba) - \pi & \mbox{if } a < 0 \mbox{ and } b < 0\\ +\frac{\pi}{2} & \mbox{if } a = 0 \mbox{ and } b > 0\\ -\frac{\pi}{2} & \mbox{if } a = 0 \mbox{ and } b < 0 \end{cases}\qquad\hbox{or}\quad \alpha =  \begin{cases} +\arccos(\frac ar) & \mbox{if } b \geq 0\\ -\arccos(\frac ar) & \mbox{if } b < 0 \end{cases}\end{equation*}
\end{myquote}


All you need to know to be able to multiply complex numbers is that {$i^2 = -1$}:

\begin{myquote}
\item{} \begin{equation*} z_1 z_2 = (a_1 + ib_1)(a_2 + ib_2) = (a_1a_2 - b_1b_2) + i(a_1b_2 + b_1a_2).\end{equation*}
\end{myquote}


There is, however, an easier way to multiply complex numbers. Plugging the \myhref{http://en.wikipedia.org/wiki/Power\%20series}{power series} (or \myhref{http://en.wikipedia.org/wiki/Taylor\%20series}{Taylor series}) for {$\cos$} and {$\sin,$}

\begin{myquote}
\item{} \begin{equation*}\cos x = \sum^{\infty}_{k=0} \frac{(-1)^k}{(2k)!} x^{2k} = 1-{x^2\over2!}+ {x^4\over4!} -{x^6\over6!}+\cdots\end{equation*}
\end{myquote}


\begin{myquote}
\item{} \begin{equation*}\sin x = \sum^{\infty}_{k=0} \frac{(-1)^k}{(2k+1)!}x^{2k+1} = x-{x^3\over3!}+ {x^5\over5!} -{x^7\over7!}+\dots,\end{equation*}
\end{myquote}


into the expression {$\cos\alpha+i\sin\alpha$} and rearranging terms, we obtain

\begin{myquote}
\item{} \begin{equation*} \sum_{k=0}^\infty {(ix)^k\over k!} = 1+ix+{(ix)^2\over2!} + {(ix)^3\over3!} + {(ix)^4\over4!} +{(ix)^5\over5!}+{(ix)^6\over6!} + {(ix)^7\over7!}+\cdots \end{equation*}
\end{myquote}


But this is the power/Taylor series for the \myhref{http://en.wikipedia.org/wiki/Exponential\%20function}{exponential function} {$e^{y}$} with {$y=ix$}! Hence \myhref{http://en.wikipedia.org/wiki/Euler\%27s\%20formula}{Euler\textquotesingle{}s formula}

\begin{myquote}
\item{} \begin{equation*} e^{i\alpha} = \cos\alpha + i\sin\alpha,\end{equation*}
\end{myquote}


and this reduces multiplying two complex numbers to multiplying their absolute values and adding their phases:

\begin{myquote}
\item{} \begin{equation*} (z_1)\, (z_2) = r_1 e^{i\alpha_1}\, r_2 e^{i\alpha_2} = (r_1 r_2)\, e^{i(\alpha_1 + \alpha_2)}.\end{equation*}
\end{myquote}


An extremely useful definition is the \myhref{http://en.wikipedia.org/wiki/Complex\%20conjugate}{complex conjugate} {$z^* = a-ib$} of {$z=a+ib.$} Among other things, it allows us to calculate the {\itshape absolute square} {$|z|^2$} by calculating the product

\begin{myquote}
\item{} \begin{equation*} zz^* = (a+ib) (a-ib) = a^2+b^2.\end{equation*}
\end{myquote}






{\bfseries 1.} Show that
\begin{myquote}
\item{} \begin{equation*} \cos x={e^{ix}+e^{-ix}\over2}\quad\hbox{and}\quad\sin x={e^{ix}-e^{-ix}\over2i}.\end{equation*}
\end{myquote}


{\bfseries 2.} Arguably the five most important numbers are {$0,1,i,\pi,e.$} Write down an equation containing each of these numbers just once. \myhref{http://en.wikipedia.org/wiki/Euler\%27s\%20identity}{(Answer?)}

\myhref{http://en.wikibooks.org/wiki/Category\%3A}{\LaTeXNullTemplate{}}





\label{100}\subsection{Vectors (spatial)}
\label{101}

A \myhref{http://en.wikipedia.org/wiki/Vector\%20\%28spatial\%29}{{\bfseries vector}} is a quantity that has both a magnitude and a direction. Vectors can be visualized as arrows. The following figure shows what we mean by the {\itshape components} {$(a_x,a_y,a_z)$} of a vector {$\mathbf{a}.$}
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The {\itshape sum} {$\mathbf{a}+\mathbf{b}$} of two vectors has the components {$(a_x+b_x,a_y+b_y,a_z+b_z).$}

\begin{myitemize}
\item{} Explain the addition of vectors in terms of arrows.
\end{myitemize}


The \myhref{http://en.wikipedia.org/wiki/Dot\%20product}{{\itshape dot product}} of two vectors is the number

\begin{myquote}
\item{} \begin{equation*}\mathbf{a}\cdot\mathbf{b}=a_xb_x+a_yb_y+a_zb_z.\end{equation*}
\end{myquote}


Its importance arises from the fact that it is invariant under \myhref{http://en.wikipedia.org/wiki/Rotation\%20\%28mathematics\%29}{rotations}. To see this, we calculate

\begin{myquote}
\item{} \begin{equation*}(\mathbf{a}+\mathbf{b})\cdot(\mathbf{a}+\mathbf{b})= (a_x+b_x)^2+(a_y+b_y)^2+(a_z+b_z)^2=\end{equation*}
\item{} \begin{equation*}a_x^2+a_y^2+a_z^2+b_x^2+b_y^2+b_z^2+2\,(a_xb_x+a_yb_y+a_zb_z)= \mathbf{a}\cdot\mathbf{a}+\mathbf{b}\cdot\mathbf{b}+2\,\mathbf{a}\cdot\mathbf{b}.\end{equation*}
\end{myquote}


According to \myhref{http://en.wikipedia.org/wiki/Pythagorean\%20theorem}{Pythagoras}, the magnitude of{\mbox{$~$}}{$\mathbf{a}$} is {$a=\sqrt{a_x^2+a_y^2+a_z^2}.$} If we use a different coordinate system, the components of{\mbox{$~$}}{$\mathbf{a}$} will be different: {$(a_x,a_y,a_z)\rightarrow(a'_x,a'_y,a'_z).$} But if the new system of axes differs only by a rotation and/or \myhref{http://en.wikipedia.org/wiki/Translation\%20\%28geometry\%29}{translation} of the axes, the magnitude of{\mbox{$~$}}{$ \mathbf{a}$} will remain the same:

\begin{myquote}
\item{} \begin{equation*} \sqrt{a_x^2+a_y^2+a_z^2}=\sqrt{(a'_x)^2+(a'_y)^2+(a'_z)^2}.\end{equation*}
\end{myquote}


The squared magnitudes {$\mathbf{a}\cdot\mathbf{a},$} {$\mathbf{b}\cdot\mathbf{b},$} and {$(\mathbf{a}+\mathbf{b})\cdot(\mathbf{a}+\mathbf{b})$} are invariant under rotations, and so, therefore, is the product {$ \mathbf{a}\cdot\mathbf{b}.$}

\begin{myitemize}
\item{} Show that the dot product is also invariant under translations.
\end{myitemize}


Since by a {\itshape scalar} we mean a number that is invariant under certain transformations (in this case rotations and/or translations of the coordinate axes), the dot product is also known as (a) {\itshape scalar product}. Let us prove that

\begin{myquote}
\item{} \begin{equation*} \mathbf{a}\cdot\mathbf{b}=ab\cos\theta,\end{equation*}
\end{myquote}


where {$\theta$} is the angle between {$\mathbf{a}$} and {$\mathbf{b}.$} To do so, we pick a coordinate system {$\mathcal{F}$} in which {$\mathbf{a}=(a,0,0).$} In this coordinate system {$\mathbf{a}\cdot\mathbf{b}=ab_x$} with {$b_x=b\cos\theta.$} Since {$\mathbf{a}\cdot\mathbf{b}$} is a scalar, and since scalars are invariant under rotations and translations, the result {$\mathbf{a}\cdot\mathbf{b}=ab\cos\theta$} (which makes no reference to any particular frame) holds in all frames that are rotated and/or translated relative to{\mbox{$~$}}{$\mathcal{F}.$}

We now introduce the {\itshape unit vectors} {$\mathbf{\hat x},\mathbf{\hat y},\mathbf{\hat z},$} whose directions are defined by the coordinate axes. They are said to form an {\itshape orthonormal basis}. {\itshape Ortho} because they are mutually orthogonal:

\begin{myquote}
\item{} \begin{equation*} \mathbf{\hat x}\cdot\mathbf{\hat y}=\mathbf{\hat x}\cdot\mathbf{\hat z}=\mathbf{\hat y}\cdot\mathbf{\hat z}=0.\end{equation*}
\end{myquote}


{\itshape Normal} because they are unit vectors:

\begin{myquote}
\item{} \begin{equation*} \mathbf{\hat x}\cdot\mathbf{\hat x}=\mathbf{\hat y}\cdot\mathbf{\hat y}= \mathbf{\hat z}\cdot\mathbf{\hat z}=1.\end{equation*}
\end{myquote}


And {\itshape basis} because every vector {$\mathbf{v}$} can be written as a \myhref{http://en.wikipedia.org/wiki/Linear\%20combination}{{\itshape linear combination}} of these three vectors — that is, a sum in which each basis vector appears once, multiplied by the corresponding component of{\mbox{$~$}}{$\mathbf{v}$} (which may be{\mbox{$~$}}0):

\begin{myquote}
\item{} \begin{equation*} \mathbf{v}=v_x\mathbf{\hat x}+v_y\mathbf{\hat y}+v_z\mathbf{\hat z}.\end{equation*}
\end{myquote}


It is readily seen that {$v_x=\mathbf{\hat x}\cdot\mathbf{v},$} {$v_y=\mathbf{\hat y}\cdot\mathbf{v},$} {$v_z=\mathbf{\hat z}\cdot\mathbf{v},$} which is why we have that

\begin{myquote}
\item{} \begin{equation*} \mathbf{v}=\mathbf{\hat x}\,(\mathbf{\hat x}\cdot\mathbf{v})+\mathbf{\hat y}\,(\mathbf{\hat y}\cdot\mathbf{v})+\mathbf{\hat z}\,(\mathbf{\hat z}\cdot\mathbf{v}).\end{equation*}
\end{myquote}


Another definition that is useful (albeit only in a 3-{}dimensional space) is the \myhref{http://en.wikipedia.org/wiki/Cross\%20product}{{\itshape cross product}} of two vectors:

\begin{myquote}
\item{} \begin{equation*} \mathbf{a}\times\mathbf{b}=(a_yb_z-a_zb_y)\,\mathbf{\hat x}+(a_zb_x-a_xb_z)\,\mathbf{\hat y}+(a_xb_y-a_yb_x)\,\mathbf{\hat z}.\end{equation*}
\end{myquote}


\begin{myitemize}
\item{} Show that the cross product is antisymmetric: {$\mathbf{a}\times\mathbf{b}=-\mathbf{b}\times\mathbf{a}.$}
\end{myitemize}


As a consequence, {$\mathbf{a}\times\mathbf{a}=0.$}

\begin{myitemize}
\item{}  Show that {$\mathbf{a}\cdot(\mathbf{a}\times\mathbf{b})=\mathbf{b}\cdot(\mathbf{a}\times\mathbf{b})=0.$}
\end{myitemize}


Thus {$\mathbf{a}\times\mathbf{b}$} is perpendicular to both {$\mathbf{a}$} and{\mbox{$~$}}{$\mathbf{b}.$}

\begin{myitemize}
\item{} Show that the magnitude of {$\mathbf{a}\times\mathbf{b}$} equals {$ab\sin\alpha,$} where {$\alpha$} is the angle between {$\mathbf{a}$} and{\mbox{$~$}}{$\mathbf{b}.$} Hint: use a coordinate system in which {$\mathbf{a}=(a,0,0)$} and {$\mathbf{b}= (b\cos\alpha,b\sin\alpha,0).$}
\end{myitemize}


Since {$ab\sin\alpha$} is also the area{\mbox{$~$}}{$A$} of the parallelogram{\mbox{$~$}}{$P$} spanned by {$\mathbf{a}$} and{\mbox{$~$}}{$\mathbf{b},$} we can think of {$\mathbf{a}\times\mathbf{b}$} as a vector of magnitude{\mbox{$~$}}{$A$} perpendicular to{\mbox{$~$}}{$P.$} Since the cross product yields a vector, it is also known as {\itshape vector product}.

(We save ourselves the trouble of showing that the cross product is invariant under translations and rotations of the coordinate axes, as is required of a vector. Let us however note in passing that if {$\mathbf{a}$} and{\mbox{$~$}}{$\mathbf{b}$} are polar vectors, then {$\mathbf{a}\times\mathbf{b}$} is an axial vector. Under a reflection (for instance, the inversion of a coordinate axis) an ordinary (or {\itshape polar}) vector is invariant, whereas an \myhref{http://en.wikipedia.org/wiki/Pseudovector}{{\itshape axial vector}} changes its sign.)

Here is a useful relation involving both scalar and vector products:

\begin{myquote}
\item{} \begin{equation*} \mathbf{a}\times(\mathbf{b}\times\mathbf{c})=\mathbf{b}(\mathbf{c}\cdot\mathbf{a})-(\mathbf{a}\cdot\mathbf{b})\mathbf{c}.\end{equation*}
\end{myquote}
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\label{102}\subsection{Fields}
\label{103}
As you will remember, a function is a machine that accepts a number and returns a number. A {\itshape field} is a function that accepts the three coordinates of a point or the four coordinates of a spacetime point and returns a scalar, a vector, or a tensor (either of the spatial variety or of the 4-{}dimensional spacetime variety).
\subsubsection{Gradient}
\label{104}
Imagine a curve{\mbox{$~$}}{$\mathcal{C}$} in 3-{}dimensional space. If we label the points of this curve by some parameter{\mbox{$~$}}{$\lambda,$} then {$\mathcal{C}$} can be represented by a 3-{}vector function{\mbox{$~$}}{$\mathbf{r}(\lambda).$} We are interested in how much the value of a scalar field{\mbox{$~$}}{$f(x,y,z)$} changes as we go from a point {$\mathbf{r}(\lambda)$} of{\mbox{$~$}}{$\mathcal{C}$} to the point {$\mathbf{r}(\lambda+d\lambda)$} of{\mbox{$~$}}{$\mathcal{C}.$} By how much {$f$} changes will depend on how much the coordinates {$(x,y,z)$} of{\mbox{$~$}}{$\mathbf{r}$} change, which are themselves functions of{\mbox{$~$}}{$\lambda.$} The changes in the coordinates are evidently given by
\begin{myquote}
\item{} \begin{equation*} (^*)\quad dx=\frac{dx}{d\lambda}\,d\lambda,\quad dy=\frac{dy}{d\lambda}\,d\lambda,\quad dz=\frac{dz}{d\lambda}\,d\lambda, \end{equation*}
\end{myquote}

while the change in {$f$} is a compound of three changes, one due to the change in{\mbox{$~$}}{$x,$} one due to the change in{\mbox{$~$}}{$y,$} and one due to the change in{\mbox{$~$}}{$z$}:
\begin{myquote}
\item{} \begin{equation*} (^*{}^*)\quad df=\frac{df}{dx}\,dx+\frac{df}{dy}\,dy+\frac{df}{dz}\,dz. \end{equation*}
\end{myquote}

The first term tells us by how much {$f$} changes as we go from {$(x,y,z)$} to {$(x{+}dx,y,z),$} the second tells us by how much {$f$} changes as we go from {$(x,y,z)$} to {$(x,y{+}dy,z),$} and the third tells us by  how much {$f$} changes as we go from {$(x,y,z)$} to {$(x,y,z{+}dz).$}

Shouldn\textquotesingle{}t we add the changes in {$f$} that occur as we go first from {$(x,y,z)$} to {$(x{+}dx,y,z),$} then from {$(x{+}dx,y,z)$} to {$(x{+}dx,y{+}dy,z),$} and then from {$(x{+}dx,y{+}dy,z)$} to {$(x{+}dx,y{+}dy,z{+}dz)$}? Let\textquotesingle{}s calculate.


\begin{myquote}
\item{} \begin{equation*} \frac{\partial f(x{+}dx,y,z)}{\partial y}=\frac{\partial \left[f(x,y,z)+\frac{\partial f}{\partial x}dx\right]}{\partial y}= \frac{\partial f(x,y,z)}{\partial y}+\frac{\partial^2f}{\partial y\,\partial x}\,dx. \end{equation*}
\end{myquote}


If we take the limit {$dx\rightarrow0$} (as we mean to whenever we use {$dx$}), the last term vanishes. Hence we may as well use {$\frac{\partial f(x,y,z)}{\partial y}$} in place of {$\frac{\partial f(x{+}dx,y,z)}{\partial y}.$} Plugging (*) into (**), we obtain
\begin{myquote}
\item{} \begin{equation*} df=\left(\frac{\partial f}{\partial x}\frac{dx}{d\lambda}+\frac{\partial f}{\partial y}\frac{dy}{ d\lambda} +\frac{\partial f}{\partial z}\frac{dz}{ d\lambda}\right)d\lambda. \end{equation*}
\end{myquote}

Think of the expression in brackets as the dot product of two vectors:

\begin{myitemize}
\item{}  the {\itshape gradient} {$\frac{\partial f}{\partial\mathbf{r}}$} of the scalar field{\mbox{$~$}}{$f,$} which is a vector field with components {$\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z},$}
\item{}  the vector {$\frac{d\mathbf{r}}{d\lambda},$} which is tangent on{\mbox{$~$}}{$\mathcal{C}.$}
\end{myitemize}


If we think of {$\lambda$} as the time at which an object moving along {$\mathcal{C}$} is at {$\mathbf{r}(\lambda),$} then the magnitude of {$\frac{d\mathbf{r}}{d\lambda}$} is this object\textquotesingle{}s speed.

{$\frac{\partial}{\partial\mathbf{r}}$} is a differential operator that accepts a function {$f(\mathbf{r})$} and returns its gradient {$\frac{\partial f}{\partial\mathbf{r}}.$}

The gradient of {$f$} is another input-{}output device: pop in{\mbox{$~$}}{$d\mathbf{r},$} and get the difference

\begin{myquote}
\item{} \begin{equation*} \frac{\partial f}{\partial\mathbf{r}}\cdot d\mathbf{r}=df=f(\mathbf{r}+d\mathbf{r})-f(\mathbf{r}). \end{equation*}
\end{myquote}


The differential operator {$\frac{\partial}{\partial\mathbf{r}}$} is also used in conjunction with the dot and cross products.
\subsubsection{Curl}
\label{105}
The {\itshape curl} of a vector field {$\mathbf{A}$} is defined by

\begin{myquote}
\item{} \begin{equation*} \hbox{curl}\,\mathbf{A}=\frac{\partial}{\partial\mathbf{r}}\times\mathbf{A}=\left(\frac{\partial A_z}{\partial y}-\frac{\partial A_y}{\partial z}\right)\mathbf{\hat x}+ \left(\frac{\partial A_x}{\partial z}-\frac{\partial A_z}{\partial x}\right)\mathbf{\hat y}+ \left(\frac{\partial A_y}{\partial x}-\frac{\partial A_x}{\partial y}\right)\mathbf{\hat z}. \end{equation*}
\end{myquote}


To see what this definition is good for, let us calculate the integral {$\oint\mathbf{A}\cdot d\mathbf{r}$} over a closed curve{\mbox{$~$}}{$\mathcal{C}.$} (An integral over a curve is called a {\itshape line integral}, and if the curve is closed it is called a {\itshape loop integral}.) This integral is called the {\itshape circulation} of{\mbox{$~$}}{$\mathbf{A}$} along{\mbox{$~$}}{$\mathcal{C}$} (or around the surface enclosed by {$\mathcal{C}$}). Let\textquotesingle{}s start with the boundary of an infinitesimal rectangle with corners {$A=(0,0,0),$} {$B=(0,dy,0),$} {$C=(0,dy,dz),$} and {$D=(0,0,dz).$}
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The contributions from the four sides are, respectively,

\begin{myitemize}
\item{}  {$\overline{AB}:\quad A_y(0,dy/2,0)\,dy,$}
\item{}  {$\overline{BC}:\quad A_z(0,dy,dz/2)\,dz=\left[A_z(0,0,dz/2)+\frac{\partial A_z}{\partial y}dy\right]dz,$}
\item{}  {$\overline{CD}:\quad-A_y(0,dy/2,dz)\,dy=-\left[A_y(0,dy/2,0)+\frac{\partial A_y}{\partial z}dz\right]dy,$}
\item{}  {$\overline{DA}:\quad-A_z(0,0,dz/2)\,dz.$}
\end{myitemize}


These add up to

\begin{myquote}
\item{} \begin{equation*} (^*{}^*{}^*)\quad\left[\frac{\partial A_z}{\partial y}-\frac{\partial A_y}{\partial z}\right]dy\,dz=(\hbox{curl}\,\mathbf{A})_x\,dy\,dz. \end{equation*}
\end{myquote}
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Let us represent this infinitesimal rectangle of area {$dy\,dz$} (lying in the {$y$}-{}{$z$} plane) by a vector {$d\mathbf{\Sigma}$} whose magnitude equals {$d\Sigma=dy\,dz,$} and which is perpendicular to the rectangle. (There are two possible directions. The right-{}hand rule illustrated on the right indicates how the direction of {$d\mathbf{\Sigma}$} is related to the direction of circulation.) This allows us to write (***) as a scalar (product) {$\hbox{curl}\,\mathbf{A}\cdot d\mathbf{\Sigma}.$} Being a scalar, it it is invariant under rotations either of the coordinate axes or of the infinitesimal rectangle. Hence if we cover a surface {$\Sigma$} with infinitesimal rectangles and add up their circulations, we get {$\int_\Sigma\hbox{curl}\,\mathbf{A}\cdot d\mathbf{\Sigma}.$}

Observe that the common sides of all neighboring rectangles are integrated over twice in opposite directions. Their contributions cancel out and only the contributions from the boundary{\mbox{$~$}}{$\partial\Sigma$} of {$\Sigma$} survive.

The bottom line: {$\oint_{\partial\Sigma}\mathbf{A}\cdot d\mathbf{r} =\int_\Sigma\hbox{curl}\,\mathbf{A}\cdot d\mathbf{\Sigma}.$}
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This is {\itshape Stokes\textquotesingle{} theorem}. Note that the left-{}hand side depends solely on the boundary{\mbox{$~$}}{$\partial\Sigma$} of{\mbox{$~$}}{$\Sigma.$} So, therefore, does the right-{}hand side. The value of the surface integral of the curl of a vector field depends solely on the values of the vector field at the boundary of the surface integrated over.

If the vector field{\mbox{$~$}}{$\mathbf{A}$} is the gradient of a scalar field{\mbox{$~$}}{$f,$} and if {$\mathcal{C}$} is a curve from {$\mathbf{A}$} to{\mbox{$~$}}{$\mathbf{b},$} then
\begin{myquote}
\item{} \begin{equation*} \int_\mathcal{C} \mathbf{A}\cdot d\mathbf{r}=\int_\mathcal{C} df=f(\mathbf{b})-f(\mathbf{A}). \end{equation*}
\end{myquote}

The line integral of a gradient thus is the same for all curves having identical end points. If {$\mathbf{b}=\mathbf{A}$} then {$\mathcal{C}$} is a loop and {$\int_\mathcal{C} \mathbf{A}\cdot d\mathbf{r}$} vanishes. By Stokes\textquotesingle{} theorem it follows that the curl of a gradient vanishes identically:

\begin{myquote}
\item{} \begin{equation*} \int_\Sigma\left(\hbox{curl}\,\frac{\partial f}{\partial\mathbf{r}}\right)\cdot d\mathbf{\Sigma}=\oint_{\partial\Sigma}\frac{\partial f}{\partial\mathbf{r}}\cdot d\mathbf{r} =0. \end{equation*}
\end{myquote}

\subsubsection{Divergence}
\label{106}
The {\itshape divergence} of a vector field{\mbox{$~$}}{$\mathbf{A}$} is defined by

\begin{myquote}
\item{} \begin{equation*} \hbox{div}\,\mathbf{A}=\frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{A}=\frac{\partial A_x}{\partial x}+\frac{\partial A_y}{\partial y}+\frac{\partial A_z}{\partial z}. \end{equation*}
\end{myquote}


To see what {\itshape this} definition is good for, consider an infinitesimal volume element{\mbox{$~$}}{$d^3r$} with sides {$dx,dy,dz.$} Let us calculate the net (outward) flux of a vector field{\mbox{$~$}}{$\mathbf{A}$} through the surface of{\mbox{$~$}}{$d^3r.$} There are three pairs of opposite sides. The net flux through the surfaces perpendicular to the {$x$}{\mbox{$~$}}axis is

\begin{myquote}
\item{} \begin{equation*} A_x(x+dx,y,z)\,dy\,dz-A_x(x,y,z)\,dy\,dz=\frac{\partial A_x}{\partial x}\,dx\,dy\,dz. \end{equation*}
\end{myquote}


It is obvious what the net flux through the remaining surfaces will be. The net flux of {$\mathbf{A}$} out of {$d^3r$} thus equals

\begin{myquote}
\item{} \begin{equation*} \left[\frac{\partial A_x}{\partial x}+\frac{\partial A_y}{\partial y}+\frac{\partial A_z}{\partial z}\right]\,dx\,dy\,dz=\hbox{div}\,\mathbf{A}\,d^3r. \end{equation*}
\end{myquote}


If we fill up a region {$R$} with infinitesimal parallelepipeds and add up their net outward fluxes, we get {$\int_R\hbox{div}\,\mathbf{A}\,d^3r.$} Observe that the common sides of all neighboring parallelepipeds are integrated over twice with opposite signs — the flux out of one equals the flux into the other. Hence their contributions cancel out and only the contributions from the surface{\mbox{$~$}}{$\partial R$} of {$R$} survive. The bottom line: 

\begin{myquote}
\item{} \begin{equation*}\int_{\partial R}\mathbf{A}\cdot d\mathbf{\Sigma} =\int_R\hbox{div}\,\mathbf{A}\,d^3r.\end{equation*}
\end{myquote}


This is {\itshape Gauss\textquotesingle{} law}. Note that the left-{}hand side depends solely on the boundary{\mbox{$~$}}{$\partial R$} of{\mbox{$~$}}{$R.$} So, therefore, does the right-{}hand side. The value of the volume integral of the divergence of a vector field depends solely on the values of the vector field at the boundary of the region integrated over.

If {$\Sigma$} is a closed surface — and thus the boundary{\mbox{$~$}}{$\partial R$} or a region of space{\mbox{$~$}}{$R$} — then {$\Sigma$} itself has no boundary (symbolically, {$\partial\Sigma=0$}). Combining Stokes\textquotesingle{} theorem with Gauss\textquotesingle{} law we have that

\begin{myquote}
\item{} \begin{equation*} \oint_{\partial\partial R}\mathbf{A}\cdot d\mathbf{r} =\int_{\partial R}\hbox{curl}\,\mathbf{A}\cdot d\mathbf{\Sigma}=\int_R\hbox{div curl}\,\mathbf{A}\,d^3r. \end{equation*}
\end{myquote}


The left-{}hand side is an integral over the boundary of a boundary. But a boundary has no boundary! The boundary of a boundary is zero: {$\partial\partial=0.$} It follows, in particular, that the right-{}hand side is zero. Thus not only the curl of a gradient but also the divergence of a curl vanishes identically:

\begin{myquote}
\item{} \begin{equation*} \frac{\partial}{\partial\mathbf{r}}\times\frac{\partial f}{\partial\mathbf{r}}=0, \qquad \frac{\partial}{\partial\mathbf{r}}\cdot\frac{\partial}{\partial\mathbf{r}}\times\mathbf{A}=0. \end{equation*}
\end{myquote}

\subsubsection{Some useful identities}
\label{107}
\begin{myquote}
\item{} \begin{equation*} d\mathbf{r}\times\left(\frac{\partial}{\partial\mathbf{r}}\times\mathbf{A}\right)\frac{\partial}{\partial\mathbf{r}}(\mathbf{A}\cdot d\mathbf{r})-\left(d\mathbf{r}\cdot\frac{\partial}{\partial\mathbf{r}}\right)\mathbf{A}\end{equation*}
\item{} \begin{equation*} \frac{\partial}{\partial\mathbf{r}}\times\left(\frac{\partial}{\partial\mathbf{r}}\times\mathbf{A}\right)= \frac{\partial}{\partial\mathbf{r}}\left(\frac{\partial}{\partial\mathbf{r}}\cdot\mathbf{A}\right) -\left(\frac{\partial}{\partial\mathbf{r}}\cdot\frac{\partial}{\partial\mathbf{r}}\right)\mathbf{A}. \end{equation*}
\end{myquote}
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\label{108}\section{The ABCs of relativity}
\label{109}
See also the Wikibook \myhref{http://en.wikibooks.org/wiki/Special\%20relativity}{Special relativity} that contains an in-{}depth text on this subject.\subsection{The principle of relativity}
\label{110}
If we use an \myhref{http://en.wikipedia.org/wiki/Inertial\%20frame\%20of\%20reference}{{\itshape inertial system}} (a.k.a. inertial coordinate system, inertial frame of reference, or inertial reference frame), then the components {$x,y,z$} of the position of any freely moving classical object (\symbol{34}point mass\symbol{34}) change by equal amounts {$\Delta x,\Delta y,\Delta z$} in equal time intervals{\mbox{$~$}}{$\Delta t.$} Evidently, if {$\mathcal{F}_1$} is an inertial frame then so is a reference frame {$\mathcal{F}_2$} that is, relative to{\mbox{$~$}}{$\mathcal{F}_1,$}

\begin{myenumerate}
\item{}  shifted (\symbol{34}translated\symbol{34}) in space by any distance and/or in any direction,
\item{}  translated in time by any interval,
\item{}  rotated by any angle about any axis, and/or
\item{}  moving with any constant velocity.
\end{myenumerate}


The {\itshape principle of relativity} states that all inertial systems are \symbol{34}created equal\symbol{34}: the laws of physics are the same as long as they are formulated with respect to an inertial frame — no matter which. (Describing the same physical event or state of affairs using different inertial systems is like saying the same thing in different languages.) The first three items tell us that one inertial frame is as good as any other frame as long as the other frame differs by a shift of the coordinate origin in space and/or time and/or by a rotation of the spatial coordinate axes. What matters in physics are {\itshape relative} positions (the positions of objects relative to each other), {\itshape relative} times (the times of events relative to each other), and {\itshape relative} orientations (the orientations of objects relative to each other), inasmuch as these are unaffected by translations in space and/or time and by rotations of the spatial axes. In the physical world, there are no absolute positions, absolute times, or absolute orientations.

The fourth item tells us, in addition, that one inertial frame is as good as any other frame as long as the two frames move with a constant velocity relative to each other. What matters are relative velocities (the velocities of objects relative to each other), inasmuch as these are unaffected by a coordinate {\itshape boost} — the switch from an inertial frame{\mbox{$~$}}{$\mathcal{F}$} to a frame moving with a constant velocity relative to{\mbox{$~$}}{$\mathcal{F}.$} In the physical world, there are no absolute velocities and, in particular, {\itshape there is no absolute rest}.

It stands to reason. For one thing, positions are properties of objects, not things that exist even when they are not \symbol{34}occupied\symbol{34} or possessed. For another, the positions of objects are defined relative to the positions of other objects. In a universe containing a single object, there is no position that one could attribute to that object. By the same token, all physically meaningful times are the times of physical events, and they too are relatively defined, as the times {\itshape between} events. In a universe containing a single event, there is not time that one could attribute to that event. But if positions and times are relatively defined, then so are velocities.

That there is no such thing as absolute rest has not always been as obvious as it should have been. Two ideas were responsible for the erroneous notion that there is a special class of inertial frames defining \symbol{34}rest\symbol{34} in an absolute sense: the idea that electromagnetic effects are transmitted by waves, and the idea that these waves require a physical medium (dubbed \symbol{34}ether\symbol{34}) for their propagation. If there were such a medium, one could define absolute rest as equivalent to being at rest with respect to it.
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\label{111}\subsection{Lorentz transformations (general form)}
\label{112}

We want to express the coordinates {$t$} and {$\mathbf{r}=(x,y,z)$} of an inertial frame{\mbox{$~$}}{$\mathcal{F}_1$} in terms of the coordinates {$t'$} and {$\mathbf{r}'=(x',y',z')$} of another inertial frame{\mbox{$~$}}{$\mathcal{F}_2.$} We will assume that the two frames meet the following conditions:


\begin{myenumerate}
\item{}  their spacetime coordinate origins coincide ({$t'{=}0,\mathbf{r}'{=}0$} mark the same spacetime location as {$t{=}0,\mathbf{r}{=}0$}),
\item{}  their space axes are parallel, and
\item{}  {$\mathcal{F}_2$}{\mbox{$~$}}moves with a constant velocity{\mbox{$~$}}{$\mathbf{w}$} relative to{\mbox{$~$}}{$\mathcal{F}_1.$}
\end{myenumerate}


What we know at this point is that whatever moves with a constant velocity in{\mbox{$~$}}{$\mathcal{F}_1$} will do so in{\mbox{$~$}}{$\mathcal{F}_2.$} It follows that the transformation {$t,\mathbf{r}\rightarrow t',\mathbf{r}'$} maps straight lines in{\mbox{$~$}}{$\mathcal{F}_1$} onto straight lines in{\mbox{$~$}}{$\mathcal{F}_2.$} Coordinate lines of{\mbox{$~$}}{$\mathcal{F}_1,$} in particular, will be mapped onto straight lines in{\mbox{$~$}}{$\mathcal{F}_2.$} This tells us that the dashed coordinates are linear combinations of the undashed ones,


\begin{myquote}
\item{} \begin{equation*} t'=A\,t+\mathbf{B}\cdot\mathbf{r},\qquad \mathbf{r}'=C\,\mathbf{r}+(\mathbf{D}\cdot\mathbf{r})\mathbf{w}+\,t.\end{equation*}
\end{myquote}


We also know that the transformation from {$\mathcal{F}_1$} to{\mbox{$~$}}{$\mathcal{F}_2$} can only depend on{\mbox{$~$}}{$\mathbf{w},$} so {$A,$} {$\mathbf{B},$} {$C,$} {$\mathbf{D},$} and{\mbox{$~$}}{$$} are functions of{\mbox{$~$}}{$\mathbf{w}.$} Our task is to find these functions. The real-{}valued functions {$A$} and{\mbox{$~$}}{$C$} actually can depend only on {$w=|\mathbf{w}|={}_+\sqrt{\mathbf{w}\cdot\mathbf{w}},$} so {$A=a(w)$} and {$C=c(w).$} A vector function depending only on {$\mathbf{w}$} must be parallel (or antiparallel) to{\mbox{$~$}}{$\mathbf{w},$} and its magnitude must be a function of{\mbox{$~$}}{$w.$} We can therefore write {$\mathbf{B}=b(w)\,\mathbf{w},$} {$\mathbf{D}=[d(w)/w^2]\mathbf{w},$} and {$=e(w)\,\mathbf{w}.$} (It will become clear in a moment why the factor {$w^{-2}$} is included in the definition of {$\mathbf{D}.$}) So,


\begin{myquote}
\item{} \begin{equation*} t'=a(w)\,t+b(w)\,\mathbf{w}\cdot\mathbf{r},\qquad \mathbf{r}'=\displaystyle c(w)\,\mathbf{r}+ d(w){\mathbf{w}\cdot\mathbf{r}\over w^2}\mathbf{w}+e(w)\,\mathbf{w}\,t.\end{equation*}
\end{myquote}


Let\textquotesingle{}s set {$\mathbf{r}$} equal to {$\mathbf{w} t.$} This implies that {$\mathbf{r}'=(c+d+e)\mathbf{w} t.$} As we are looking at the trajectory of an object at rest in{\mbox{$~$}}{$\mathcal{F}_2,$} {$\mathbf{r}'$} must be constant. Hence,

\begin{myquote}
\item{} \begin{equation*} c+d+e=0.\end{equation*}
\end{myquote}


Let\textquotesingle{}s write down the inverse transformation. Since {$\mathcal{F}_1$} moves with velocity {$-\mathbf{w}$} relative to {$\mathcal{F}_2,$} it is


\begin{myquote}
\item{} \begin{equation*} t=a(w)\,t'-b(w)\,\mathbf{w}\cdot\mathbf{r}',\qquad \mathbf{r}=\displaystyle c(w)\,\mathbf{r}'+ d(w){\mathbf{w}\cdot\mathbf{r}'\over w^2}\mathbf{w}-e(w)\,\mathbf{w}\,t'.\end{equation*}
\end{myquote}


To make life easier for us, we now chose the space axes so that {$\mathbf{w}=(w,0,0).$} Then the above two (mutually inverse) transformations simplify to


\begin{myquote}
\item{} \begin{equation*} t'=at+bwx,\quad x'=cx+dx+ewt,\quad y'=cy,\quad z'=cz,\end{equation*}
\item{} \begin{equation*} t=at'-bwx',\quad x=cx'+dx'-ewt',\quad y=cy',\quad z=cz'.\end{equation*}
\end{myquote}


Plugging the first transformation into the second, we obtain


\begin{myquote}
\item{} {$ t=a(at+bwx)-bw(cx+dx+ewt)=(a^2-bew^2)t+(abw-bcw-bdw)x,$}
\item{} {$ x=c(cx+dx+ewt)+d(cx+dx+ewt)-ew(at+bwx)$}
\item{} {\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{$=(c^2+2cd+d^2-bew^2)x+(cew+dew-aew)t,$}
\item{} {$ y=c^2y,$}
\item{} {$ z=c^2z.$}
\end{myquote}


The first of these equations tells us that

\begin{myquote}
\item{} {$ a^2-bew^2=1$} {\mbox{$~$}}and{\mbox{$~$}} {$abw-bcw-bdw=0.$}
\end{myquote}


The second tells us that

\begin{myquote}
\item{} {$ c^2+2cd+d^2-bew^2=1$} {\mbox{$~$}}and{\mbox{$~$}} {$cew+dew-aew=0.$}
\end{myquote}


Combining {$abw-bcw-bdw=0$} with {$c+d+e=0$} (and taking into account that {$w\neq0$}), we obtain {$b(a+e)=0.$}

Using {$c+d+e=0$} to eliminate{\mbox{$~$}}{$d,$} we obtain {$e^2-bew^2=1$} and {$e(a+e)=0.$}

Since the first of the last two equations implies that {$e\neq0,$} we gather from the second that {$e=-a.$}

{$y=c^2y$}{\mbox{$~$}}tells us that {$c^2=1.$} {$c$}{\mbox{$~$}}must, in fact, be equal to{\mbox{$~$}}1, since we have assumed that the space axes of the two frames a parallel (rather than antiparallel).

With {$c=1$} and {$e=-a,$} {$c+d+e=0$} yields {$d=a-1.$} Upon solving {$e^2-bew^2=1$} for{\mbox{$~$}}{$b,$} we are left with expressions for {$b, c, d,$} and {$e$} depending solely on{\mbox{$~$}}{$a$}:

\begin{myquote}
\item{} \begin{equation*} b={1-a^2\over aw^2},\quad c=1,\quad d=a-1,\quad e=-a.\end{equation*}
\end{myquote}


Quite an improvement!

To find the remaining function {$a(w),$} we consider a third inertial frame{\mbox{$~$}}{$\mathcal{F}_3,$} which moves with velocity {$\mathbf{v}=(v,0,0)$} relative to{\mbox{$~$}}{$\mathcal{F}_2. $} Combining the transformation from {$\mathcal{F}_1$} to{\mbox{$~$}}{$\mathcal{F}_2,$}


\begin{myquote}
\item{} \begin{equation*} t'=a(w)\,t+{1-a^2(w)\over a(w)\,w}x,\qquad x'=a(w)\,x-a(w)\,wt,\end{equation*}
\end{myquote}


with the transformation from {$\mathcal{F}_2$} to {$\mathcal{F}_3,$}


\begin{myquote}
\item{} \begin{equation*} t''=a(v)\,t'+\frac{1-a^2(v)}{a(v)\,v}x',\qquad x''=a(v)\,x'-a(v)\,vt',\end{equation*}
\end{myquote}


we obtain the transformation from {$\mathcal{F}_1$} to {$\mathcal{F}_3$}:


\begin{myquote}
\item{} {$ t''=a(v)\left[a(w)\,t+{1-a^2(w)\over a(w)\,w}x\right]+{1-a^2(v)\over a(v)\,v} \Bigl[a(w)\,x-a(w)\,wt\Bigr]$}
\item{} {\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{$ =\underbrace{\left[a(v)\,a(w)-{1-a^2(v)\over a(v)\,v}a(w)\,w\right]}_{\textstyle\star}t+ \Bigl[\dots\Bigr]\,x,$}
\item{} {$ x''=a(v)\Bigl[a(w)\,x-a(w)\,wt\Bigr]-a(v)\,v\left[a(w)\,t+{1-a^2(w)\over a(w)\,w}x\right]$}
\item{} {\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{\mbox{$~$}}{$ =\underbrace{\left[a(v)\,a(w)-a(v)\,v{1-a^2(w)\over a(w)\,w}\right]}_{\textstyle\star\,\star}x-\Bigl[\dots\Bigr]\,t.$}
\end{myquote}


The direct transformation from {$\mathcal{F}_1$} to {$\mathcal{F}_3$} must have the same form as the transformations from {$\mathcal{F}_1$} to {$\mathcal{F}_2$} and from {$\mathcal{F}_2$} to {$\mathcal{F}_3$}, namely


\begin{myquote}
\item{} \begin{equation*} t''=\underbrace{a(u)}_{\textstyle\star}t+{1-a^2(u)\over a(u)\,u}\,x,\qquad x''=\underbrace{a(u)}_{\textstyle\star\,\star}x-a(u)\,ut,\end{equation*}
\end{myquote}


where {$u$} is the speed of {$\mathcal{F}_3$} relative to{\mbox{$~$}}{$\mathcal{F}_1.$} Comparison of the coefficients marked with stars yields two expressions for{\mbox{$~$}}{$a(u),$} which of course must be equal:


\begin{myquote}
\item{} \begin{equation*} a(v)\,a(w)-{1-a^2(v)\over a(v)\,v}a(w)\,w=a(v)\,a(w)-a(v)\,v{1-a^2(w)\over a(w)\,w}.\end{equation*}
\end{myquote}


It follows that {$\bigl[1-a^2(v)\bigr]\,a^2(w)w^2=\bigl[1-a^2(w)\bigr]\,a^2(v)v^2,$} and this tells us that


\begin{myquote}
\item{} \begin{equation*} K={1-a^2(w)\over a^2(w)\,w^2}={1-a^2(v)\over a^2(v)\,v^2}\end{equation*}
\end{myquote}


is a universal constant. Solving the first equality for {$a(w),$} we obtain

\begin{myquote}
\item{} \begin{equation*} a(w)=1/\sqrt{1+Kw^2}.\end{equation*}
\end{myquote}


This allows us to cast the transformation

\begin{myquote}
\item{} \begin{equation*} t'=at+bwx,\quad x'=cx+dx+ewt,\quad y'=cy,\quad z'=cz,\end{equation*}
\end{myquote}


into the form


\begin{myquote}
\item{} \begin{equation*} t'={t+Kwx\over\sqrt{1+Kw^2}},\quad x'={x-wt\over\sqrt{1+Kw^2}},\quad y'=y,\quad z'=z.\end{equation*}
\end{myquote}



Trumpets, please! We have managed to reduce five unknown functions to a single constant.
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\label{113}\subsection{Composition of velocities}
\label{114}

In fact, there are only three physically distinct possibilities. (If {$K\neq0,$} the magnitude of {$K$} depends on the choice of units, and this tells us something about us rather than anything about the physical world.)

The possibility {$K=0$} yields the {\itshape Galilean transformations} of Newtonian (\symbol{34}non-{}relativistic\symbol{34}) mechanics:

\begin{myquote}
\item{} \begin{equation*} t'=t,\quad \mathbf{r}'=\mathbf{r}-\mathbf{w} t,\quad u=v+w,\quad ds=dt.\end{equation*}
\end{myquote}


(The common practice of calling theories with this transformation law \symbol{34}non-{}relativistic\symbol{34} is inappropriate, inasmuch as they too satisfy the principle of relativity.) In the remainder of this section we assume that {$K\neq0.$}

Suppose that object {$C$} moves with speed{\mbox{$~$}}{$v$} relative to object{\mbox{$~$}}{$B,$} and that this moves with speed{\mbox{$~$}}{$w$} relative to object{\mbox{$~$}}{$A.$} If {$B$} and{\mbox{$~$}}{$C$} move in the same direction, what is the speed{\mbox{$~$}}{$u$} of{\mbox{$~$}}{$C$} relative to{\mbox{$~$}}{$A$}? In the previous section we found that

\begin{myquote}
\item{} \begin{equation*}a(u)=a(v)\,a(w)-{1-a^2(v)\over a(v)\,v}a(w)\,w,\end{equation*}
\end{myquote}


and that

\begin{myquote}
\item{} \begin{equation*}K={1-a^2(v)\over a^2(v)\,v^2}.\end{equation*}
\end{myquote}


This allows us to write

\begin{myquote}
\item{} \begin{equation*} a(u)=a(v)\,a(w)-{1-a^2(v)\over a^2(v)\,v^2}a(v)\,v\,a(w)\,w= a(v)\,a(w)(1-Kvw).\end{equation*}
\end{myquote}


Expressing {$a$} in terms of {$K$} and the respective velocities, we obtain

\begin{myquote}
\item{} \begin{equation*} {1\over\sqrt{1+Ku^2}}={1-Kvw\over \sqrt{1+Kv^2}\sqrt{1+Kw^2}},\end{equation*}
\end{myquote}


which implies that

\begin{myquote}
\item{} \begin{equation*} 1+Ku^2={(1+Kv^2)(1+Kw^2)\over(1-Kvw)^2}.\end{equation*}
\end{myquote}


We massage this into

\begin{myquote}
\item{} \begin{equation*} Ku^2={(1+Kv^2)(1+Kw^2)-(1-Kvw)^2\over(1-Kvw)^2}={K(v+w)^2\over(1-Kvw)^2},\end{equation*}
\end{myquote}


divide by {$K,$} and end up with:


\begin{myquote}
\item{} \begin{equation*} u={v+w\over1-Kvw}.\end{equation*}
\end{myquote}


Thus, unless {$K=0,$} we don\textquotesingle{}t get the speed of {$C$} relative to{\mbox{$~$}}{$A$} by simply adding the speed of{\mbox{$~$}}{$C$} relative to{\mbox{$~$}}{$B$} to the speed of{\mbox{$~$}}{$B$} relative to{\mbox{$~$}}{$A$}.
\subsection{Proper time}
\label{115}
Consider an infinitesimal segment{\mbox{$~$}}{$d\mathcal{C}$} of a spacetime path{\mbox{$~$}}{$\mathcal{C}.$} In{\mbox{$~$}}{$\mathcal{F}_1$} it has the components {$(dt,dx,dy,dz),$} in{\mbox{$~$}}{$\mathcal{F}_2$} it has the components {$(dt',dx',dy',dz').$} Using the Lorentz transformation in its general form,

\begin{myquote}
\item{} \begin{equation*} t'={t+Kwx\over\sqrt{1+Kw^2}},\quad x'={x-wt\over\sqrt{1+Kw^2}},\quad y'=y,\quad z'=z,\end{equation*}
\end{myquote}


it is readily shown that

\begin{myquote}
\item{} \begin{equation*} (dt')^2+K\,d\mathbf{r}'\cdot d\mathbf{r}'=dt^2+K\,d\mathbf{r}\cdot d\mathbf{r}.\end{equation*}
\end{myquote}


We conclude that the expression

\begin{myquote}
\item{} \begin{equation*} ds^2=dt^2+K\,d\mathbf{r}\cdot d\mathbf{r}=dt^2+K(dx^2+dy^2+dz^2)\end{equation*}
\end{myquote}


is invariant under this transformation. It is also invariant under rotations of the spatial axes (why?) and translations of the spacetime coordinate origin. This makes {$ds$} a {\itshape 4-{}scalar}.

What is the physical significance of {$ds$}?

A clock that travels along{\mbox{$~$}}{$d\mathcal{C}$} is at rest in any frame in which {$d\mathcal{C}$} lacks spatial components. In such a frame, {$ds^2=dt^2.$} Hence {$ds$}{\mbox{$~$}}is the time it takes to travel along{\mbox{$~$}}{$d\mathcal{C}$} as measured by a clock that travels along{\mbox{$~$}}{$d\mathcal{C}.$} {$ds$}{\mbox{$~$}}is the {\itshape proper time} (or {\itshape proper duration}) of{\mbox{$~$}}{$d\mathcal{C}.$} The proper time (or proper duration) of a finite spacetime path{\mbox{$~$}}{$\mathcal{C},$} accordingly, is

\begin{myquote}
\item{} \begin{equation*} \int_\mathcal{C} ds=\int_\mathcal{C}\sqrt{dt^2+K\,d\mathbf{r}\cdot d\mathbf{r}}=\int_\mathcal{C} dt\sqrt{1+Kv^2}.\end{equation*}
\end{myquote}

\subsection{An invariant speed}
\label{116}
If {$K<0,$} then there is a universal constant {$c\equiv1/\sqrt{-K}$} with the dimension of a velocity, and we can cast {$u=v+w/(1-Kvw)$} into the form

\begin{myquote}
\item{} \begin{equation*} u={v+w\over1+vw/c^2}.\end{equation*}
\end{myquote}


If we plug in {$v=w=c/2,$} then instead of the Galilean {$u=v+w=c,$} we have {$u={4\over5}c<c.$} More intriguingly, if object{\mbox{$~$}}{$O$} moves with speed{\mbox{$~$}}{$c$} relative to{\mbox{$~$}}{$\mathcal{F}_2,$} and if {$\mathcal{F}_2$} moves with speed{\mbox{$~$}}{$w$} relative to{\mbox{$~$}}{$\mathcal{F}_1,$} then {$O$} moves with the same speed{\mbox{$~$}}{$c$} relative to{\mbox{$~$}}{$\mathcal{F}_1$}: {$(w+c)/(1+wc/c^2)=c.$} The {\itshape speed of light} {$c$} thus is an {\itshape invariant speed}: whatever travels with it in one inertial frame, travels with the same speed in {\itshape every} inertial frame.

Starting from

\begin{myquote}
\item{} \begin{equation*} ds^2=(dt')^2-d\mathbf{r}'\cdot d\mathbf{r}'/c^2=dt^2-d\mathbf{r}\cdot d\mathbf{r}/c^2,\end{equation*}
\end{myquote}


we arrive at the same conclusion: if {$O$} travels with {$c$} relative to{\mbox{$~$}}{$\mathcal{F}_1,$} then it travels the distance {$dr=c\,dt$} in the time{\mbox{$~$}}{$dt.$} Therefore {$ds^2=dt^2-dr^2/c^2=0.$} But then {$(dt')^2-(dr')^2/c^2=0,$} and this implies {$dr'=c\,dt'.$} It follows that {$O$}{\mbox{$~$}}travels with the same speed{\mbox{$~$}}{$c$} relative to{\mbox{$~$}}{$\mathcal{F}_2.$}

An invariant speed also exists if {$K=0,$} but in this case it is infinite: whatever travels with infinite speed in {\itshape one} inertial frame — it takes no time to get from one place to another — does so in {\itshape every} inertial frame.

The existence of an invariant speed prevents objects from making U-{}turns in spacetime. If {$K=0,$} it obviously takes an infinite amount of energy to reach {$v=\infty.$} Since an infinite amount of energy isn\textquotesingle{}t at our disposal, we cannot start vertically in a spacetime diagram and then make a U-{}turn (that is, we cannot reach, let alone \symbol{34}exceed\symbol{34}, a horizontal slope. (\symbol{34}Exceeding\symbol{34} a horizontal slope here means changing from a positive to a negative slope, or from going forward to going backward in time.)

If {$K<0,$} it takes an infinite amount of energy to reach even the finite speed of light. Imagine you spent a finite amount of fuel accelerating from 0 to {$0.1\,c.$} In the frame in which you are now at rest, your speed is not a whit closer to the speed of light. And this remains true no matter how many times you repeat the procedure. Thus no finite amount of energy can make you reach, let alone \symbol{34}exceed\symbol{34}, a slope equal to{\mbox{$~$}}{$1/c.$} (\symbol{34}Exceeding\symbol{34} a slope equal to {$1/c$} means attaining a smaller slope. As we will see, if we were to travel faster than light in any one frame, then there would be frames in which we travel backward in time.)
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\label{117}\subsection{The case against {$K>0$}}
\label{118}

In a hypothetical world with {$K>0$} we can define {$k\equiv1/\sqrt K$} (a universal constant with the dimension of a velocity), and we can cast {$u=v+w/(1-Kvw)$} into the form

\begin{myquote}
\item{} \begin{equation*} u={v+w\over 1-vw/k^2}.\end{equation*}
\end{myquote}


If we plug in {$v=w=k/2,$} then instead of the Galilean {$u=v+w=k$} we have {$u={4\over3}k>k.$} Worse, if we plug in {$v=w=k,$} we obtain {$u=\infty$}: if object{\mbox{$~$}}{$O$} travels with speed {$k$} relative to{\mbox{$~$}}{$\mathcal{F}_2,$} and if {$\mathcal{F}_2$}{\mbox{$~$}}travels with speed {$k$} relative to{\mbox{$~$}}{$\mathcal{F}_1$} (in the same direction), then {$O$}{\mbox{$~$}}travels with an infinite speed relative to{\mbox{$~$}}{$\mathcal{F}_1$}! And if {$O$} travels with {$2k$} relative to{\mbox{$~$}}{$\mathcal{F}_2$} and {$\mathcal{F}_2$}{\mbox{$~$}}travels with {$2k$} relative to{\mbox{$~$}}{$\mathcal{F}_1,$} {$O$}\textquotesingle{}s speed relative to{\mbox{$~$}}{$\mathcal{F}_1$} is negative: {$u=-{4\over3}k.$} 

If we use units in which {$K=k=1,$} then the invariant proper time associated with an infinitesimal path segment is related to the segment\textquotesingle{}s inertial components via

\begin{myquote}
\item{} \begin{equation*} ds^2=dt^2+dx^2+dy^2+dz^2.\end{equation*}
\end{myquote}


This is the 4-{}dimensional version of the 3-{}scalar {$dx^2+dy^2+dz^2, $} which is invariant under rotations in space. Hence if {$K$} is positive, the transformations between inertial systems are rotations in spacetime. I guess you now see why in this hypothetical world the composition of two positive speeds can be a negative speed.

Let us confirm this conclusion by deriving the composition theorem (for {$k{=}1$}) from the assumption that the {$x'$}{\mbox{$~$}}and {$t'$}{\mbox{$~$}}axes are rotated relative to the {$x$}{\mbox{$~$}}and {$t$}{\mbox{$~$}}axes.
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The speed of an object{\mbox{$~$}}{$O$} following the dotted line is {$w=\cot(\alpha+ta)$} relative to{\mbox{$~$}}{$\mathcal{F}',$} the speed of{\mbox{$~$}}{$\mathcal{F}'$} relative to{\mbox{$~$}}{$\mathcal{F}$} is {$v=\tan\alpha,$} and the speed of{\mbox{$~$}}{$O$} relative to{\mbox{$~$}}{$\mathcal{F}$} is {$u=\cot\beta.$} Invoking the trigonometric relation

\begin{myquote}
\item{} \begin{equation*} \tan(\alpha+\beta)={\tan\alpha+\tan\beta\over1-\tan\alpha\tan\beta},\end{equation*}
\end{myquote}


we conclude that {${1\over w}={v+1/u\over1-v/u}.$} Solving for {$u,$} we obtain {$u={v+w\over 1-vw}.$}

How can we rule out the {\itshape a priori} possibility that {$K>0$}? As shown in the body of the book, the stability of matter — to be precise, the existence of stable objects that (i){\mbox{$~$}}have spatial extent (they \symbol{34}occupy\symbol{34} space) and (ii){\mbox{$~$}}are composed of a finite number of objects that lack spatial extent (they don\textquotesingle{}t \symbol{34}occupy\symbol{34} space) — rests on the existence of relative positions that are (a){\mbox{$~$}}more or less fuzzy and (b){\mbox{$~$}}independent of time. Such relative positions are described by probability distributions that are (a){\mbox{$~$}}{\itshape inhomogeneous} in space and (b){\mbox{$~$}}{\itshape homogeneous} in time. Their objective existence thus requires an objective difference between spactime\textquotesingle{}s temporal dimension and its spatial dimensions. This rules out the possibility that {$K>0.$}

How? If {$K<0,$} and if we use natural units, in which {$c=1,$} we have that

\begin{myquote}
\item{} \begin{equation*} ds^2=+\,dt^2-dx^2-dy^2-dz^2.\end{equation*}
\end{myquote}


As far as physics is concerned, the difference between the positive sign in front of {$dt$} and the negative signs in front of {$dx,$} {$dy,$} and {$dz$} is the {\itshape only} objective difference between time and the spatial dimensions of spacetime. If {$K$} were positive, not even this difference would exist.
\subsection{The case against zero K}
\label{119}

And what argues against the possibility that {$K=0$}?

Recall the propagator for a free and stable particle:

\begin{myquote}
\item{} \begin{equation*} \langle B|A\rangle =\int\mathcal{DC} e^{-ibs[\mathcal{C}]}.\end{equation*}
\end{myquote}


If {$K$} were to vanish, we would have {$ds^2=dt^2.$} There would be no difference between inertial time and proper time, and every spacetime path leading from {$A$} to{\mbox{$~$}}{$B$} would contribute the same amplitude {$e^{-ib(t_B-t_A)}$} to the propagator {$\langle B|A\rangle,$} which would be hopelessly divergent as a result. Worse, {$\langle B|A\rangle$} would be independent of the distance between {$A$} and{\mbox{$~$}}{$B.$} To obtain well-{}defined, finite probabilities, cancellations (\symbol{34}destructive interference\symbol{34}) must occur, and this rules out that{\mbox{$~$}}{$K=0.$}
\subsection{The actual Lorentz transformations}
\label{120}
In the real world, therefore, the Lorentz transformations take the form

\begin{myquote}
\item{} \begin{equation*} t'={t-wx/c^2\over\sqrt{1-w^2/c^2}}, \quad x'={x-wt\over\sqrt{1-w^2/c^2}},\quad y'=y,\quad z'=z.\end{equation*}
\end{myquote}


Let\textquotesingle{}s explore them diagrammatically, using natural units ({$c=1$}). Setting {$t'=0,$} we have {$t=wx.$} This tells us that the slope of the {$x'$}{\mbox{$~$}}axis relative to the undashed frame is {$w=\tan\alpha.$} Setting {$x'=0,$} we have {$t=x/w.$} This tells us that the slope of the {$t'$}{\mbox{$~$}}axis is {$1/w.$} The dashed axes are thus rotated by the same angle in {\itshape opposite} directions; if the {$t'$}{\mbox{$~$}}axis is rotated clockwise relative to the {$t$}{\mbox{$~$}}axis, then the {$x'$}{\mbox{$~$}}axis is rotated counterclockwise relative to the {$x$}{\mbox{$~$}}axis.
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We arrive at the same conclusion if we think about the synchronization of clocks in motion. Consider three clocks (1,2,3) that travel with the same speed {$w=\tan\alpha$} relative to{\mbox{$~$}}{$\mathcal{F}.$} To synchronize them, we must send signals from one clock to another. What kind of signals? If we want our synchronization procedure to be independent of the language we use (that is, independent of the reference frame), then we must use signals that travel with the invariant speed{\mbox{$~$}}{$c.$}

Here is how it\textquotesingle{}s done:
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Light signals are sent from clock{\mbox{$~$}}2 (event{\mbox{$~$}}{$A$}) and are reflected by clocks 1 and{\mbox{$~$}}3 (events {$B$} and{\mbox{$~$}}{$C,$} respectively). The distances between the clocks are adjusted so that the reflected signals arrive simultaneously at clock{\mbox{$~$}}2 (event{\mbox{$~$}}{$D$}). This ensures that the distance between clocks 1 and{\mbox{$~$}}2 equals the distance between clocks 2 and{\mbox{$~$}}3, regardless of the inertial frame in which they are compared. In{\mbox{$~$}}{$\mathcal{F}',$} where the clocks are at rest, the signals from{\mbox{$~$}}{$A$} have traveled equal distances when they reach the first and the third clock, respectively. Since they also have traveled with the same speed{\mbox{$~$}}{$c,$} they have traveled for equal times. Therefore the clocks must be synchronized so that {$B$} and{\mbox{$~$}}{$C$} are simultaneous. We may use the {\itshape worldline} of clock{\mbox{$~$}}1 as the {$t'$} axis and the straight line through {$B$} and{\mbox{$~$}}{$C$} as the {$x'$}{\mbox{$~$}}axis. It is readily seen that the three angles{\mbox{$~$}}{$ta$} in the above diagram are equal. From this and the fact that the slope of the signal from {$B$} to{\mbox{$~$}}{$D$} equals{\mbox{$~$}}1 (given that {$c{=}1$}), the equality of the two angles {$\alpha$} follows.

Simultaneity thus depends on the language — the inertial frame — that we use to describe a physical situation. If two events {$E_1,E_2$} are simultaneous in one frame, then there are frames in which {$E_1$} hapens after{\mbox{$~$}}{$E_2$} as well as frames in which {$E_1$} hapens before{\mbox{$~$}}{$E_2.$} 

Where do we place the unit points on the space and time axes? The unit point of the time axis of{\mbox{$~$}}{$\mathcal{F}'$} has the coordinates {$t'=1, x'=0$} and satisfies {$t^2-x^2=1,$} as we gather from the version {$(t')^2-(x')^2=t^2-x^2$} of (\textbackslash{}ref\{ds2\}). The unit point of the {$x'$}{\mbox{$~$}}axis has the coordinates {$t'=0, x'=1$} and satisfies {$x^2-t^2=1.$} The loci of the unit points of the space and time axes are the hyperbolas that are defined by these equations:
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\label{121}\subsection{Lorentz contraction, time dilatation}
\label{122}

Imagine a meter stick at rest in{\mbox{$~$}}{$\mathcal{F}'.$} At the time {$t'=0,$} its ends are situated at the points {$O$} and{\mbox{$~$}}{$C.$} At the time {$t=0,$} they are situated at the points {$O$} and{\mbox{$~$}}{$A,$} which are less than a meter apart. Now imagine a stick (not a {\itshape meter} stick) at rest in{\mbox{$~$}}{$\mathcal{F},$} whose end points at the time {$t'=0$} are O and{\mbox{$~$}}C. In{\mbox{$~$}}{$\mathcal{F}'$} they are a meter apart, but in the stick\textquotesingle{}s rest-{}frame they are at {$O$} and{\mbox{$~$}}{$B$} and thus more than a meter apart. The bottom line: a moving object is contracted (shortened) in the direction in which it is moving.
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Next imagine two clocks, one ({$\mathcal{C}$}) at rest in{\mbox{$~$}}{$\mathcal{F}$} and located at {$x=0,$} and one ({$\mathcal{C}'$}) at rest in{\mbox{$~$}}{$\mathcal{F}'$} and located at {$x'=0.$} At{\mbox{$~$}}{$D,$} {$\mathcal{C}'$}{\mbox{$~$}}indicates that one second has passed, while at{\mbox{$~$}}{$E$} (which in{\mbox{$~$}}{$\mathcal{F}$} is simultaneous with{\mbox{$~$}}{$D$}), {$\mathcal{C}$}{\mbox{$~$}}indicates that more than a second has passed. On the other hand, at{\mbox{$~$}}{$F$} (which in {$\mathcal{F}'$} is simultaneous with{\mbox{$~$}}{$D$}), {$\mathcal{C}$}{\mbox{$~$}}indicates that less than a second has passed. The bottom line: a moving clock runs slower than a clock at rest.

Example: Muons ({$\mu$}{\mbox{$~$}}particles) are created near the top of the atmosphere, some ten kilometers up, when high-{}energy particles of cosmic origin hit the atmosphere. Since muons decay spontaneously after an average lifetime of 2.2 microseconds, they don\textquotesingle{}t travel much farther than 600 meters. Yet many are found at sea level. How do they get that far?

The answer lies in the fact that most of them travel at close to the speed of light. While from its own point of view (that is, relative to the inertial system in which it is at rest), a muon only lives for about 2{\mbox{$~$}}microseconds, from our point of view (that is, relative to an inertial system in which it travels close to the speed of light), it lives much longer and has enough time to reach the Earth\textquotesingle{}s surface.
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\label{123}\subsection{4-{}vectors}
\label{124}

3-{}vectors are triplets of real numbers that transform under rotations like the coordinates {$x,y,z.$} {\itshape 4-{}vectors} are quadruplets of real numbers that transform under Lorentz transformations like the coordinates of {$\vec{x}=(ct,x,y,z).$} 

You will remember that the scalar product of two 3-{}vectors is invariant under rotations of the (spatial) coordinate axes; after all, this is why we call it a scalar. Similarly, the scalar product of two 4-{}vectors {$\vec{a}=(a_t,\mathbf{a})=(a_0,a_1,a_2,a_3)$} and {$\vec{b}= (b_t,\mathbf{b})=(b_0,b_1,b_2,b_3),$} defined by

\begin{myquote}
\item{} \begin{equation*} (\vec{a},\vec{b})=a_0b_0-a_1b_1-a_2b_2-a_3b_3,\end{equation*}
\end{myquote}


is invariant under Lorentz transformations (as well as translations of the coordinate origin and rotations of the spatial axes). To demonstrate this, we consider the sum of two 4-{}vectors {$\vec{c}=\vec{a}+\vec{b}$} and calculate

\begin{myquote}
\item{} \begin{equation*} (\vec{c},\vec{c})=(\vec{a}+\vec{b},\vec{a}+\vec{b})= (\vec{a},\vec{a})+(\vec{b},\vec{b})+2(\vec{a},\vec{b}).\end{equation*}
\end{myquote}


The products {$(\vec{a},\vec{a}),$} {$(\vec{b},\vec{b}),$} and {$(\vec{c},\vec{c})$} are invariant 4-{}scalars. But if {\itshape they} are invariant under Lorentz transformations, then so is the scalar product {$(\vec{a},\vec{b}).$}

One important 4-{}vector, apart from {$\vec{x},$} is the {\itshape 4-{}velocity} {$\vec{u}=\frac{d\vec{x}}{ds},$} which is tangent on the worldline{\mbox{$~$}}{$\vec{x}(s).$} {$\vec{u}$}{\mbox{$~$}}is a 4-{}vector because {$\vec{x}$} is one and because {$ds$} is a scalar (to be precise, a 4-{}scalar).

The norm or \symbol{34}magnitude\symbol{34} of a 4-{}vector {$\vec{a}$} is defined as {$\sqrt{|(\vec{a},\vec{a})|}.$} It is readily shown that the norm of {$\vec{u}$} equals{\mbox{$~$}}{$c$} (exercise!).

Thus if we use natural units, the 4-{}velocity is a unit vector.
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{\tiny
\section {GNU GENERAL PUBLIC LICENSE}
\begin{multicols}{4}

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
Preamble

The GNU General Public License is a free, copyleft license for software and other kinds of works.

The licenses for most software and other practical works are designed to take away your freedom to share and change the works. By contrast, the GNU General Public License is intended to guarantee your freedom to share and change all versions of a program--to make sure it remains free software for all its users. We, the Free Software Foundation, use the GNU General Public License for most of our software; it applies also to any other work released this way by its authors. You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses are designed to make sure that you have the freedom to distribute copies of free software (and charge for them if you wish), that you receive source code or can get it if you want it, that you can change the software or use pieces of it in new free programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denying you these rights or asking you to surrender the rights. Therefore, you have certain responsibilities if you distribute copies of the software, or if you modify it: responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must pass on to the recipients the same freedoms that you received. You must make sure that they, too, receive or can get the source code. And you must show them these terms so they know their rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert copyright on the software, and (2) offer you this License giving you legal permission to copy, distribute and/or modify it.

For the developers' and authors' protection, the GPL clearly explains that there is no warranty for this free software. For both users' and authors' sake, the GPL requires that modified versions be marked as changed, so that their problems will not be attributed erroneously to authors of previous versions.

Some devices are designed to deny users access to install or run modified versions of the software inside them, although the manufacturer can do so. This is fundamentally incompatible with the aim of protecting users' freedom to change the software. The systematic pattern of such abuse occurs in the area of products for individuals to use, which is precisely where it is most unacceptable. Therefore, we have designed this version of the GPL to prohibit the practice for those products. If such problems arise substantially in other domains, we stand ready to extend this provision to those domains in future versions of the GPL, as needed to protect the freedom of users.

Finally, every program is threatened constantly by software patents. States should not allow patents to restrict development and use of software on general-purpose computers, but in those that do, we wish to avoid the special danger that patents applied to a free program could make it effectively proprietary. To prevent this, the GPL assures that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribution and modification follow.
TERMS AND CONDITIONS
0. Definitions.

“This License” refers to version 3 of the GNU General Public License.

“Copyright” also means copyright-like laws that apply to other kinds of works, such as semiconductor masks.

“The Program” refers to any copyrightable work licensed under this License. Each licensee is addressed as “you”. “Licensees” and “recipients” may be individuals or organizations.

To “modify” a work means to copy from or adapt all or part of the work in a fashion requiring copyright permission, other than the making of an exact copy. The resulting work is called a “modified version” of the earlier work or a work “based on” the earlier work.

A “covered work” means either the unmodified Program or a work based on the Program.

To “propagate” a work means to do anything with it that, without permission, would make you directly or secondarily liable for infringement under applicable copyright law, except executing it on a computer or modifying a private copy. Propagation includes copying, distribution (with or without modification), making available to the public, and in some countries other activities as well.

To “convey” a work means any kind of propagation that enables other parties to make or receive copies. Mere interaction with a user through a computer network, with no transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Legal Notices” to the extent that it includes a convenient and prominently visible feature that (1) displays an appropriate copyright notice, and (2) tells the user that there is no warranty for the work (except to the extent that warranties are provided), that licensees may convey the work under this License, and how to view a copy of this License. If the interface presents a list of user commands or options, such as a menu, a prominent item in the list meets this criterion.
1. Source Code.

The “source code” for a work means the preferred form of the work for making modifications to it. “Object code” means any non-source form of a work.

A “Standard Interface” means an interface that either is an official standard defined by a recognized standards body, or, in the case of interfaces specified for a particular programming language, one that is widely used among developers working in that language.

The “System Libraries” of an executable work include anything, other than the work as a whole, that (a) is included in the normal form of packaging a Major Component, but which is not part of that Major Component, and (b) serves only to enable use of the work with that Major Component, or to implement a Standard Interface for which an implementation is available to the public in source code form. A “Major Component”, in this context, means a major essential component (kernel, window system, and so on) of the specific operating system (if any) on which the executable work runs, or a compiler used to produce the work, or an object code interpreter used to run it.

The “Corresponding Source” for a work in object code form means all the source code needed to generate, install, and (for an executable work) run the object code and to modify the work, including scripts to control those activities. However, it does not include the work's System Libraries, or general-purpose tools or generally available free programs which are used unmodified in performing those activities but which are not part of the work. For example, Corresponding Source includes interface definition files associated with source files for the work, and the source code for shared libraries and dynamically linked subprograms that the work is specifically designed to require, such as by intimate data communication or control flow between those subprograms and other parts of the work.

The Corresponding Source need not include anything that users can regenerate automatically from other parts of the Corresponding Source.

The Corresponding Source for a work in source code form is that same work.
2. Basic Permissions.

All rights granted under this License are granted for the term of copyright on the Program, and are irrevocable provided the stated conditions are met. This License explicitly affirms your unlimited permission to run the unmodified Program. The output from running a covered work is covered by this License only if the output, given its content, constitutes a covered work. This License acknowledges your rights of fair use or other equivalent, as provided by copyright law.

You may make, run and propagate covered works that you do not convey, without conditions so long as your license otherwise remains in force. You may convey covered works to others for the sole purpose of having them make modifications exclusively for you, or provide you with facilities for running those works, provided that you comply with the terms of this License in conveying all material for which you do not control copyright. Those thus making or running the covered works for you must do so exclusively on your behalf, under your direction and control, on terms that prohibit them from making any copies of your copyrighted material outside their relationship with you.

Conveying under any other circumstances is permitted solely under the conditions stated below. Sublicensing is not allowed; section 10 makes it unnecessary.
3. Protecting Users' Legal Rights From Anti-Circumvention Law.

No covered work shall be deemed part of an effective technological measure under any applicable law fulfilling obligations under article 11 of the WIPO copyright treaty adopted on 20 December 1996, or similar laws prohibiting or restricting circumvention of such measures.

When you convey a covered work, you waive any legal power to forbid circumvention of technological measures to the extent such circumvention is effected by exercising rights under this License with respect to the covered work, and you disclaim any intention to limit operation or modification of the work as a means of enforcing, against the work's users, your or third parties' legal rights to forbid circumvention of technological measures.
4. Conveying Verbatim Copies.

You may convey verbatim copies of the Program's source code as you receive it, in any medium, provided that you conspicuously and appropriately publish on each copy an appropriate copyright notice; keep intact all notices stating that this License and any non-permissive terms added in accord with section 7 apply to the code; keep intact all notices of the absence of any warranty; and give all recipients a copy of this License along with the Program.

You may charge any price or no price for each copy that you convey, and you may offer support or warranty protection for a fee.
5. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modifications to produce it from the Program, in the form of source code under the terms of section 4, provided that you also meet all of these conditions:

    * a) The work must carry prominent notices stating that you modified it, and giving a relevant date.
    * b) The work must carry prominent notices stating that it is released under this License and any conditions added under section 7. This requirement modifies the requirement in section 4 to “keep intact all notices”.
    * c) You must license the entire work, as a whole, under this License to anyone who comes into possession of a copy. This License will therefore apply, along with any applicable section 7 additional terms, to the whole of the work, and all its parts, regardless of how they are packaged. This License gives no permission to license the work in any other way, but it does not invalidate such permission if you have separately received it.
    * d) If the work has interactive user interfaces, each must display Appropriate Legal Notices; however, if the Program has interactive interfaces that do not display Appropriate Legal Notices, your work need not make them do so.

A compilation of a covered work with other separate and independent works, which are not by their nature extensions of the covered work, and which are not combined with it such as to form a larger program, in or on a volume of a storage or distribution medium, is called an “aggregate” if the compilation and its resulting copyright are not used to limit the access or legal rights of the compilation's users beyond what the individual works permit. Inclusion of a covered work in an aggregate does not cause this License to apply to the other parts of the aggregate.
6. Conveying Non-Source Forms.

You may convey a covered work in object code form under the terms of sections 4 and 5, provided that you also convey the machine-readable Corresponding Source under the terms of this License, in one of these ways:

    * a) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by the Corresponding Source fixed on a durable physical medium customarily used for software interchange.
    * b) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by a written offer, valid for at least three years and valid for as long as you offer spare parts or customer support for that product model, to give anyone who possesses the object code either (1) a copy of the Corresponding Source for all the software in the product that is covered by this License, on a durable physical medium customarily used for software interchange, for a price no more than your reasonable cost of physically performing this conveying of source, or (2) access to copy the Corresponding Source from a network server at no charge.
    * c) Convey individual copies of the object code with a copy of the written offer to provide the Corresponding Source. This alternative is allowed only occasionally and noncommercially, and only if you received the object code with such an offer, in accord with subsection 6b.
    * d) Convey the object code by offering access from a designated place (gratis or for a charge), and offer equivalent access to the Corresponding Source in the same way through the same place at no further charge. You need not require recipients to copy the Corresponding Source along with the object code. If the place to copy the object code is a network server, the Corresponding Source may be on a different server (operated by you or a third party) that supports equivalent copying facilities, provided you maintain clear directions next to the object code saying where to find the Corresponding Source. Regardless of what server hosts the Corresponding Source, you remain obligated to ensure that it is available for as long as needed to satisfy these requirements.
    * e) Convey the object code using peer-to-peer transmission, provided you inform other peers where the object code and Corresponding Source of the work are being offered to the general public at no charge under subsection 6d.

A separable portion of the object code, whose source code is excluded from the Corresponding Source as a System Library, need not be included in conveying the object code work.

A “User Product” is either (1) a “consumer product”, which means any tangible personal property which is normally used for personal, family, or household purposes, or (2) anything designed or sold for incorporation into a dwelling. In determining whether a product is a consumer product, doubtful cases shall be resolved in favor of coverage. For a particular product received by a particular user, “normally used” refers to a typical or common use of that class of product, regardless of the status of the particular user or of the way in which the particular user actually uses, or expects or is expected to use, the product. A product is a consumer product regardless of whether the product has substantial commercial, industrial or non-consumer uses, unless such uses represent the only significant mode of use of the product.

“Installation Information” for a User Product means any methods, procedures, authorization keys, or other information required to install and execute modified versions of a covered work in that User Product from a modified version of its Corresponding Source. The information must suffice to ensure that the continued functioning of the modified object code is in no case prevented or interfered with solely because modification has been made.

If you convey an object code work under this section in, or with, or specifically for use in, a User Product, and the conveying occurs as part of a transaction in which the right of possession and use of the User Product is transferred to the recipient in perpetuity or for a fixed term (regardless of how the transaction is characterized), the Corresponding Source conveyed under this section must be accompanied by the Installation Information. But this requirement does not apply if neither you nor any third party retains the ability to install modified object code on the User Product (for example, the work has been installed in ROM).

The requirement to provide Installation Information does not include a requirement to continue to provide support service, warranty, or updates for a work that has been modified or installed by the recipient, or for the User Product in which it has been modified or installed. Access to a network may be denied when the modification itself materially and adversely affects the operation of the network or violates the rules and protocols for communication across the network.

Corresponding Source conveyed, and Installation Information provided, in accord with this section must be in a format that is publicly documented (and with an implementation available to the public in source code form), and must require no special password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement the terms of this License by making exceptions from one or more of its conditions. Additional permissions that are applicable to the entire Program shall be treated as though they were included in this License, to the extent that they are valid under applicable law. If additional permissions apply only to part of the Program, that part may be used separately under those permissions, but the entire Program remains governed by this License without regard to the additional permissions.

When you convey a copy of a covered work, you may at your option remove any additional permissions from that copy, or from any part of it. (Additional permissions may be written to require their own removal in certain cases when you modify the work.) You may place additional permissions on material, added by you to a covered work, for which you have or can give appropriate copyright permission.

Notwithstanding any other provision of this License, for material you add to a covered work, you may (if authorized by the copyright holders of that material) supplement the terms of this License with terms:

    * a) Disclaiming warranty or limiting liability differently from the terms of sections 15 and 16 of this License; or
    * b) Requiring preservation of specified reasonable legal notices or author attributions in that material or in the Appropriate Legal Notices displayed by works containing it; or
    * c) Prohibiting misrepresentation of the origin of that material, or requiring that modified versions of such material be marked in reasonable ways as different from the original version; or
    * d) Limiting the use for publicity purposes of names of licensors or authors of the material; or
    * e) Declining to grant rights under trademark law for use of some trade names, trademarks, or service marks; or
    * f) Requiring indemnification of licensors and authors of that material by anyone who conveys the material (or modified versions of it) with contractual assumptions of liability to the recipient, for any liability that these contractual assumptions directly impose on those licensors and authors.

All other non-permissive additional terms are considered “further restrictions” within the meaning of section 10. If the Program as you received it, or any part of it, contains a notice stating that it is governed by this License along with a term that is a further restriction, you may remove that term. If a license document contains a further restriction but permits relicensing or conveying under this License, you may add to a covered work material governed by the terms of that license document, provided that the further restriction does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this section, you must place, in the relevant source files, a statement of the additional terms that apply to those files, or a notice indicating where to find the applicable terms.

Additional terms, permissive or non-permissive, may be stated in the form of a separately written license, or stated as exceptions; the above requirements apply either way.
8. Termination.

You may not propagate or modify a covered work except as expressly provided under this License. Any attempt otherwise to propagate or modify it is void, and will automatically terminate your rights under this License (including any patent licenses granted under the third paragraph of section 11).

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, you do not qualify to receive new licenses for the same material under section 10.
9. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to receive or run a copy of the Program. Ancillary propagation of a covered work occurring solely as a consequence of using peer-to-peer transmission to receive a copy likewise does not require acceptance. However, nothing other than this License grants you permission to propagate or modify any covered work. These actions infringe copyright if you do not accept this License. Therefore, by modifying or propagating a covered work, you indicate your acceptance of this License to do so.
10. Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient automatically receives a license from the original licensors, to run, modify and propagate that work, subject to this License. You are not responsible for enforcing compliance by third parties with this License.

An “entity transaction” is a transaction transferring control of an organization, or substantially all assets of one, or subdividing an organization, or merging organizations. If propagation of a covered work results from an entity transaction, each party to that transaction who receives a copy of the work also receives whatever licenses to the work the party's predecessor in interest had or could give under the previous paragraph, plus a right to possession of the Corresponding Source of the work from the predecessor in interest, if the predecessor has it or can get it with reasonable efforts.

You may not impose any further restrictions on the exercise of the rights granted or affirmed under this License. For example, you may not impose a license fee, royalty, or other charge for exercise of rights granted under this License, and you may not initiate litigation (including a cross-claim or counterclaim in a lawsuit) alleging that any patent claim is infringed by making, using, selling, offering for sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who authorizes use under this License of the Program or a work on which the Program is based. The work thus licensed is called the contributor's “contributor version”.

A contributor's “essential patent claims” are all patent claims owned or controlled by the contributor, whether already acquired or hereafter acquired, that would be infringed by some manner, permitted by this License, of making, using, or selling its contributor version, but do not include claims that would be infringed only as a consequence of further modification of the contributor version. For purposes of this definition, “control” includes the right to grant patent sublicenses in a manner consistent with the requirements of this License.

Each contributor grants you a non-exclusive, worldwide, royalty-free patent license under the contributor's essential patent claims, to make, use, sell, offer for sale, import and otherwise run, modify and propagate the contents of its contributor version.

In the following three paragraphs, a “patent license” is any express agreement or commitment, however denominated, not to enforce a patent (such as an express permission to practice a patent or covenant not to sue for patent infringement). To “grant” such a patent license to a party means to make such an agreement or commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patent license, and the Corresponding Source of the work is not available for anyone to copy, free of charge and under the terms of this License, through a publicly available network server or other readily accessible means, then you must either (1) cause the Corresponding Source to be so available, or (2) arrange to deprive yourself of the benefit of the patent license for this particular work, or (3) arrange, in a manner consistent with the requirements of this License, to extend the patent license to downstream recipients. “Knowingly relying” means you have actual knowledge that, but for the patent license, your conveying the covered work in a country, or your recipient's use of the covered work in a country, would infringe one or more identifiable patents in that country that you have reason to believe are valid.

If, pursuant to or in connection with a single transaction or arrangement, you convey, or propagate by procuring conveyance of, a covered work, and grant a patent license to some of the parties receiving the covered work authorizing them to use, propagate, modify or convey a specific copy of the covered work, then the patent license you grant is automatically extended to all recipients of the covered work and works based on it.

A patent license is “discriminatory” if it does not include within the scope of its coverage, prohibits the exercise of, or is conditioned on the non-exercise of one or more of the rights that are specifically granted under this License. You may not convey a covered work if you are a party to an arrangement with a third party that is in the business of distributing software, under which you make payment to the third party based on the extent of your activity of conveying the work, and under which the third party grants, to any of the parties who would receive the covered work from you, a discriminatory patent license (a) in connection with copies of the covered work conveyed by you (or copies made from those copies), or (b) primarily for and in connection with specific products or compilations that contain the covered work, unless you entered into that arrangement, or that patent license was granted, prior to 28 March 2007.

Nothing in this License shall be construed as excluding or limiting any implied license or other defenses to infringement that may otherwise be available to you under applicable patent law.
12. No Surrender of Others' Freedom.

If conditions are imposed on you (whether by court order, agreement or otherwise) that contradict the conditions of this License, they do not excuse you from the conditions of this License. If you cannot convey a covered work so as to satisfy simultaneously your obligations under this License and any other pertinent obligations, then as a consequence you may not convey it at all. For example, if you agree to terms that obligate you to collect a royalty for further conveying from those to whom you convey the Program, the only way you could satisfy both those terms and this License would be to refrain entirely from conveying the Program.
13. Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, you have permission to link or combine any covered work with a work licensed under version 3 of the GNU Affero General Public License into a single combined work, and to convey the resulting work. The terms of this License will continue to apply to the part which is the covered work, but the special requirements of the GNU Affero General Public License, section 13, concerning interaction through a network will apply to the combination as such.
14. Revised Versions of this License.

The Free Software Foundation may publish revised and/or new versions of the GNU General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies that a certain numbered version of the GNU General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that numbered version or of any later version published by the Free Software Foundation. If the Program does not specify a version number of the GNU General Public License, you may choose any version ever published by the Free Software Foundation.

If the Program specifies that a proxy can decide which future versions of the GNU General Public License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Program.

Later license versions may give you additional or different permissions. However, no additional obligations are imposed on any author or copyright holder as a result of your choosing to follow a later version.
15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MODIFIES AND/OR CONVEYS THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
17. Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability provided above cannot be given local legal effect according to their terms, reviewing courts shall apply local law that most closely approximates an absolute waiver of all civil liability in connection with the Program, unless a warranty or assumption of liability accompanies a copy of the Program in return for a fee.

END OF TERMS AND CONDITIONS
How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to the public, the best way to achieve this is to make it free software which everyone can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the start of each source file to most effectively state the exclusion of warranty; and each file should have at least the “copyright” line and a pointer to where the full notice is found.

    <one line to give the program's name and a brief idea of what it does.>
    Copyright (C) <year>  <name of author>

    This program is free software: you can redistribute it and/or modify
    it under the terms of the GNU General Public License as published by
    the Free Software Foundation, either version 3 of the License, or
    (at your option) any later version.

    This program is distributed in the hope that it will be useful,
    but WITHOUT ANY WARRANTY; without even the implied warranty of
    MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the
    GNU General Public License for more details.

    You should have received a copy of the GNU General Public License
    along with this program.  If not, see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by electronic and paper mail.

If the program does terminal interaction, make it output a short notice like this when it starts in an interactive mode:

    <program>  Copyright (C) <year>  <name of author>
    This program comes with ABSOLUTELY NO WARRANTY; for details type `show w'.
    This is free software, and you are welcome to redistribute it
    under certain conditions; type `show c' for details.

The hypothetical commands `show w' and `show c' should show the appropriate parts of the General Public License. Of course, your program's commands might be different; for a GUI interface, you would use an “about box”.

You should also get your employer (if you work as a programmer) or school, if any, to sign a “copyright disclaimer” for the program, if necessary. For more information on this, and how to apply and follow the GNU GPL, see <http://www.gnu.org/licenses/>.

The GNU General Public License does not permit incorporating your program into proprietary programs. If your program is a subroutine library, you may consider it more useful to permit linking proprietary applications with the library. If this is what you want to do, use the GNU Lesser General Public License instead of this License. But first, please read <http://www.gnu.org/philosophy/why-not-lgpl.html>.
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Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document "free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the GNU General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose is instruction or reference.
1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or authors of the Document to the Document's overall subject (or to related matters) and contains nothing that could fall directly within that overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.

The "publisher" means any person or entity that distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.
2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.
3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.
4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

    * A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.
    * B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.
    * C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
    * D. Preserve all the copyright notices of the Document.
    * E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.
    * F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.
    * G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.
    * H. Include an unaltered copy of this License.
    * I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.
    * J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.
    * K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
    * L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.
    * M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
    * N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
    * O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties—for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.
5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".
6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.
7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.
8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided under this License. Any attempt otherwise to copy, modify, sublicense, or distribute it is void, and will automatically terminate your rights under this License.

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, receipt of a copy of some or all of the same material does not give you any rights to use it.
10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation. If the Document specifies that a proxy can decide which future versions of this License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or "MMC Site") means any World Wide Web server that publishes copyrightable works and also provides prominent facilities for anybody to edit those works. A public wiki that anybody can edit is an example of such a server. A "Massive Multiauthor Collaboration" (or "MMC") contained in the site means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" means the Creative Commons Attribution-Share Alike 3.0 license published by Creative Commons Corporation, a not-for-profit corporation with a principal place of business in San Francisco, California, as well as future copyleft versions of that license published by that same organization.

"Incorporate" means to publish or republish a Document, in whole or in part, as part of another Document.

An MMC is "eligible for relicensing" if it is licensed under this License, and if all works that were first published under this License somewhere other than this MMC, and subsequently incorporated in whole or in part into the MMC, (1) had no cover texts or invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-SA on the same site at any time before August 1, 2009, provided the MMC is eligible for relicensing.
ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:

    Copyright (C)  YEAR  YOUR NAME.
    Permission is granted to copy, distribute and/or modify this document
    under the terms of the GNU Free Documentation License, Version 1.3
    or any later version published by the Free Software Foundation;
    with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
    A copy of the license is included in the section entitled "GNU
    Free Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with … Texts." line with this:

    with the Invariant Sections being LIST THEIR TITLES, with the
    Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software license, such as the GNU General Public License, to permit their use in free software.
\end{multicols}

\section{GNU Lesser General Public License}
\begin{multicols}{4}


GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

This version of the GNU Lesser General Public License incorporates the terms and conditions of version 3 of the GNU General Public License, supplemented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3 of the GNU Lesser General Public License, and the “GNU GPL” refers to version 3 of the GNU General Public License.

“The Library” refers to a covered work governed by this License, other than an Application or a Combined Work as defined below.

An “Application” is any work that makes use of an interface provided by the Library, but which is not otherwise based on the Library. Defining a subclass of a class defined by the Library is deemed a mode of using an interface provided by the Library.

A “Combined Work” is a work produced by combining or linking an Application with the Library. The particular version of the Library with which the Combined Work was made is also called the “Linked Version”.

The “Minimal Corresponding Source” for a Combined Work means the Corresponding Source for the Combined Work, excluding any source code for portions of the Combined Work that, considered in isolation, are based on the Application, and not on the Linked Version.

The “Corresponding Application Code” for a Combined Work means the object code and/or source code for the Application, including any data and utility programs needed for reproducing the Combined Work from the Application, but excluding the System Libraries of the Combined Work.
1. Exception to Section 3 of the GNU GPL.

You may convey a covered work under sections 3 and 4 of this License without being bound by section 3 of the GNU GPL.
2. Conveying Modified Versions.

If you modify a copy of the Library, and, in your modifications, a facility refers to a function or data to be supplied by an Application that uses the facility (other than as an argument passed when the facility is invoked), then you may convey a copy of the modified version:

    * a) under this License, provided that you make a good faith effort to ensure that, in the event an Application does not supply the function or data, the facility still operates, and performs whatever part of its purpose remains meaningful, or
    * b) under the GNU GPL, with none of the additional permissions of this License applicable to that copy.

3. Object Code Incorporating Material from Library Header Files.

The object code form of an Application may incorporate material from a header file that is part of the Library. You may convey such object code under terms of your choice, provided that, if the incorporated material is not limited to numerical parameters, data structure layouts and accessors, or small macros, inline functions and templates (ten or fewer lines in length), you do both of the following:

    * a) Give prominent notice with each copy of the object code that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the object code with a copy of the GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of your choice that, taken together, effectively do not restrict modification of the portions of the Library contained in the Combined Work and reverse engineering for debugging such modifications, if you also do each of the following:

    * a) Give prominent notice with each copy of the Combined Work that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the Combined Work with a copy of the GNU GPL and this license document.
    * c) For a Combined Work that displays copyright notices during execution, include the copyright notice for the Library among these notices, as well as a reference directing the user to the copies of the GNU GPL and this license document.
    * d) Do one of the following:
          o 0) Convey the Minimal Corresponding Source under the terms of this License, and the Corresponding Application Code in a form suitable for, and under terms that permit, the user to recombine or relink the Application with a modified version of the Linked Version to produce a modified Combined Work, in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.
          o 1) Use a suitable shared library mechanism for linking with the Library. A suitable mechanism is one that (a) uses at run time a copy of the Library already present on the user's computer system, and (b) will operate properly with a modified version of the Library that is interface-compatible with the Linked Version.
    * e) Provide Installation Information, but only if you would otherwise be required to provide such information under section 6 of the GNU GPL, and only to the extent that such information is necessary to install and execute a modified version of the Combined Work produced by recombining or relinking the Application with a modified version of the Linked Version. (If you use option 4d0, the Installation Information must accompany the Minimal Corresponding Source and Corresponding Application Code. If you use option 4d1, you must provide the Installation Information in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work based on the Library side by side in a single library together with other library facilities that are not Applications and are not covered by this License, and convey such a combined library under terms of your choice, if you do both of the following:

    * a) Accompany the combined library with a copy of the same work based on the Library, uncombined with any other library facilities, conveyed under the terms of this License.
    * b) Give prominent notice with the combined library that part of it is a work based on the Library, and explaining where to find the accompanying uncombined form of the same work.

6. Revised Versions of the GNU Lesser General Public License.

The Free Software Foundation may publish revised and/or new versions of the GNU Lesser General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Library as you received it specifies that a certain numbered version of the GNU Lesser General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that published version or of any later version published by the Free Software Foundation. If the Library as you received it does not specify a version number of the GNU Lesser General Public License, you may choose any version of the GNU Lesser General Public License ever published by the Free Software Foundation.

If the Library as you received it specifies that a proxy can decide whether future versions of the GNU Lesser General Public License shall apply, that proxy's public statement of acceptance of any version is permanent authorization for you to choose that version for the Library.
\end{multicols}
}
\pagebreak
\end{CJK}
\end{document}








headers/options.tex

% Festlegungen für minitoc
% \renewcommand{\myminitoc}{\minitoc}
% \renewcommand{\mtctitle}{Überblick}
% \setcounter{minitocdepth}{1}
% \dominitoc   % diese Zeile aktiviert das Erstellen der minitocs, sie muss vor \tableofcontents kommen

% Seitenformat
% ------------
%\KOMAoption{paper}{A5}          % zulässig: letter, legal, executive; A-, B-, C-, D-Reihen
\KOMAoption{open}{right}			% zulässig: right (jedes Kapitel beginnt rechts), left, any
\KOMAoption{numbers}{auto}
% Satzspiegel jetzt neu berechnen, damit er bei Kopf- und Fußzeilen beachtet wird
\KOMAoptions{DIV=13}

% Kopf- und Fusszeilen
% --------------------
% Breite und Trennlinie
%\setheadwidth[-6mm]{textwithmarginpar}
%\setheadsepline[textwithmarginpar]{0.4pt}
\setheadwidth{text}
\setheadsepline[text]{0.4pt}

% Variante 1: Kopf: links Kapitel, rechts Abschnitt (ohne Nummer); Fuß: außen die Seitenzahl
\ohead{\headmark}
\renewcommand{\chaptermark}[1]{\markleft{#1}{}}
\renewcommand{\sectionmark}[1]{\markright{#1}{}}
\ofoot[\pagemark]{\pagemark}

% Variante 2: Kopf außen die Seitenzahl, Fuß nichts
%\ohead{\pagemark}
%\ofoot{}

% Standardschriften
% -----------------
%\KOMAoption{fontsize}{18pt}
\addtokomafont{disposition}{\rmfamily}
\addtokomafont{title}{\rmfamily} 
\setkomafont{pageheadfoot}{\normalfont\rmfamily\mdseries}

% vertikaler Ausgleich
% -------------------- 
% nein -> \raggedbottom
% ja   -> \flushbottom    aber ungeeignet bei Fußnoten
%\raggedbottom
\flushbottom

% Tiefe des Inhaltsverzeichnisses bestimmen
% -----------------------------------------
% -1   nur \part{}
%  0   bis \chapter{}
%  1   bis \section{}
%  2   bis \subsection{} usw.
\newcommand{\mytocdepth}{1}

% mypart - Teile des Buches und Inhaltsverzeichnis
% ------------------------------------------------
% Standard: nur im Inhaltsverzeichnis, zusätzlicher Eintrag ohne Seitenzahl
% Variante: nur im Inhaltsverzeichnis, zusätzlicher Eintrag mit Seitenzahl 
%\renewcommand{\mypart}[1]{\addcontentsline{toc}{part}{#1}}
% Variante: mit eigener Seite vor dem ersten Kapitel, mit Eintrag und Seitenzahl im Inhaltsverzeichnis
\renewcommand{\mypart}[1]{\part{#1}}


% maketitle
% -----------------------------------------------
% Bestandteile des Innentitels
%\title{Einführung in SQL}
%\author{Jürgen Thomas}
%\subtitle{Datenbanken bearbeiten}
\date{}
% Bestandteile von Impressum und CR
% Bestandteile von Impressum und CR

\uppertitleback{
%Detaillierte Daten zu dieser Publikation sind bei Wikibooks zu erhalten:\newline{} \url{http://de.wikibooks.org/}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet  zu erhalten: \newline{}\url{https://portal.d-nb.de/opac.htm?method=showSearchForm#top}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet unter der Katalog-Nr. 1008575860 zu erhalten: \newline{}\url{http://d-nb.info/1008575860}

%Namen von Programmen und Produkten sowie sonstige Angaben sind häufig geschützt. Da es auch freie Bezeichnungen gibt, wird das Symbol \textregistered{} nicht verwendet.

%Erstellt am 
\today{}
}

\lowertitleback{
{\footnotesize
On the 28th of April 2012 the contents of the English as well as German Wikibooks and Wikipedia projects were licensed under Creative Commons Attribution-ShareAlike 3.0 Unported license. An URI to this license is given in the list of figures on page \pageref{ListOfFigures}. If this document is a derived work from the contents of one of these projects and the content was still licensed by the project under this license at the time of derivation this document has to be licensed under the same, a similar or a compatible license, as stated in section 4b of the license. The list of contributors is included in chapter Contributors on page \pageref{Contributors}. The licenses GPL, LGPL and GFDL are included in chapter Licenses on page \pageref{Licenses}, since this book and/or parts of it may or may not be licensed under one or more of these licenses, and thus require inclusion of these licenses. The licenses of the figures are given in the list of figures on page \pageref{ListOfFigures}. This PDF was generated by the \LaTeX{} typesetting  software. The \LaTeX{} source code is included as an attachment ({\tt source.7z.txt}) in this PDF file. To extract the source from the PDF file, we recommend the use of \url{http://www.pdflabs.com/tools/pdftk-the-pdf-toolkit/} utility or clicking the paper clip attachment symbol on the lower left of your PDF Viewer, selecting {\tt Save Attachment}. After extracting it from the PDF file you have to rename it to {\tt source.7z}. To uncompress the resulting archive we recommend the use of \url{http://www.7-zip.org/}. The \LaTeX{} source itself was generated by a program written by Dirk Hünniger, which is freely available under an open source license from \url{http://de.wikibooks.org/wiki/Benutzer:Dirk_Huenniger/wb2pdf}. This distribution also contains a configured version of the {\tt pdflatex 
} compiler with all necessary packages and fonts needed to compile the \LaTeX{} source included in this PDF file. 
}}


\renewcommand{\mysubtitle}[1]{}
\renewcommand{\mymaintitle}[1]{}
\renewcommand{\myauthor}[1]{}

\newenvironment{myshaded}{%
  \def\FrameCommand{ \hskip-2pt \fboxsep=\FrameSep \colorbox{shadecolor}}%
  \MakeFramed {\advance\hsize-\width \FrameRestore}}%
 {\endMakeFramed}








headers/packages1.tex

% Standard für Formatierung
%\usepackage[utf8]{inputenc} % use \usepackage[utf8]{inputenc} for tex4ht
\usepackage[usenames]{color}
\usepackage{textcomp} 
\usepackage{alltt} 
\usepackage{syntax}
\usepackage{parskip} 
\usepackage[normalem]{ulem}
\usepackage[pdftex,unicode=true]{hyperref}
\usepackage{tocstyle}
\usepackage[defblank]{paralist}
\usepackage{trace}
\usepackage{bigstrut}
% Minitoc
%\usepackage{minitoc}

% Keystroke
\usepackage{keystroke}
\usepackage{supertabular}

\usepackage{wrapfig}
\newcommand{\bigs}{\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut{}}







headers/packages2.tex

% für Zeichensätze


%replacemnt for pslatex
\usepackage{mathptmx}
\usepackage[scaled=.92]{helvet}
\usepackage{courier}


\usepackage[T1]{fontenc} % disable this line for tex4ht

% für Tabellen
\usepackage{multirow}
\usepackage{multicol}
\usepackage{array,ragged2e}
\usepackage{longtable}

% für Kopf- und Fußzeilen, Fußnoten
\usepackage{scrpage2}
\usepackage{footnote}

% für Rahmen
\usepackage{verbatim}
\usepackage{framed}
\usepackage{mdframed}
\usepackage{listings}
\usepackage{lineno}

% für Symbole
\usepackage{amsmath}
\usepackage{amssymb}
\usepackage{amsfonts}

\usepackage{pifont}
\usepackage{marvosym}
\let\Cross\undefined 
\usepackage{fourier-orns}  % disable this line for tex4ht   % für weitere Logos, z.B. \danger

% für Grafik-Einbindung
\usepackage[pdftex]{graphicx}
\usepackage{wasysym}
\let\Square\undefined 

% unklare Verwendung
\usepackage{bbm}
\usepackage{skull}

%arabtex
\usepackage[T1]{tipa}  % disable this line for tex4ht

\usepackage{fancyvrb}
\usepackage{bbding} 
\usepackage{textcomp}
\usepackage[table]{xcolor}
\usepackage{microtype}
\usepackage{lscape}
\usepackage{amsthm}
\usepackage{tocstyle}








headers/paper.tex

\KOMAoption{paper}{A4}






headers/svg.tex

\newcommand{\SVGExtension}{png}






headers/templates-chemie.tex

\newcommand{\TemplateEnergieerhaltung}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz von der Erhaltung der Energie}\\ \hline
{\bfseries Albert Einstein (14.3. 1879 - 18.4.1955)}: Umwandlung von Energie in Masse und von Masse in Energie ist möglich.\\ 
$E = m \cdot c^2$ (c = Lichtgeschwindigkeit = 300.000 km/s)\\ \hline
{\bfseries 
Bei einer chemischen Reaktion ist die Summe aus Masse und Energie der Ausgangsstoffe gleich der Summe aus Masse und Energie der Endstoffe.
}\\\hline
Wird Energie frei, tritt ein unwägbar kleiner Massenverlust auf. Wird Energie investiert, tritt Massenzunahme auf. Dieses kann allerdings mit herkömmlichen Waagen nicht gemessen werden. \\ \hline
\end{longtable}
}

\newcommand{\TemplatePeriodensystem}[1]{
Hier sollte das Periodensystem stehen. Ein solches wird sehr wahrscheinlich von Orlando Camargo Rodriguez frei zur Verfügung gestellt werden. Dateiname: tabela_periodica.tex ist bereits online. Lizenz aber noch nicht genau genug definiert.
}

\newcommand{\TemplateMassenerhaltung}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz von der Erhaltung der Masse}\\ \hline
{\bfseries Antoine Lavoisier (1743 - 1794)}: Rien ne se perd, rien ne se crée\\ 
Die Gesamtmasse ändert sich bei chemischen Reaktionen (im Rahmen der Messgenauigkeiten) nicht.\\ \hline
Masse der Ausgangsstoffe=Masse der Produkte \\ \hline
\end{longtable}
}

\newcommand{\TemplateDaltonsAtomhyposthese}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
\begin{enumerate}
\item Materie besteht aus extrem kleinen, bei Reaktion ungeteilt bleibenden Teilchen, den Atomen.
\item Die Masse der Atome eines bestimmten Elements sind gleich (alle Atome eines Elements sind gleich). Die Atome verschiedener Elemente unterscheiden sich in ihren Eigenschaften (zum Beispiel in Größe, Masse, usw.).
\item Es existieren so viele Atomsorten wie Elemente.
\item Bei chemischen Reaktionen werden Atome in neuer Kombination vereinigt oder voneinander getrennt.
\item Eine bestimmte Verbindung wird von den Atomen der betreffenden Elemente in einem bestimmten, einfachen Zahlenverhältnis gebildet.
\end{enumerate}
\\ \hline
\end{longtable}
}

\newcommand{\TemplateUnveraenderlicheMassenverhaeltnisse}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz der unveränderlichen Massenverhältnisse}\\ \hline
Louis Proust (1799) \\ \hline
Bei chemischen Reaktionen, also Vereinigung beziehungsweise Zersetzung, reagieren die Reinstoffe immer in einem von der Natur vorgegebenen festen Verhältnis miteinander.
\\ \hline
\end{longtable}
}







headers/templates-dirk.tex

\newenvironment{TemplateCodeInside}[6]
{
\def\leftbox{#5}
\def\rightbox{}
\def\framecolor{shadecolor}
\ifstr{#4}{e}{ \def\framecolor{red} 
               \def\rightbox{Falsch} } {}
\ifstr{#4}{v}{ \def\framecolor{mydarkgreen} 
               \def\rightbox{Richtig} } {}

\begin{scriptsize}
\begin{mdframed} [ 
backgroundcolor=shadecolor, linewidth=0pt, 
skipabove=#2, skipbelow=#3,
innertopmargin=0.5ex, innerbottommargin=0 ]
\ttfamily

\ifstr{\leftbox} {} {
  % Ausgabe nur, wenn rechte Box Inhalt hat, dann links mit Standardtext
  \ifstr{\rightbox}{}{}
  { \fbox{Quelltext} \hfill \textbf{\color{\framecolor} \fcolorbox{black}{white}{\rightbox} }
  }
} {
\fbox{\leftbox}
% und bei Bedarf zusätzlich rechts die zweite Box
  \ifstr{\rightbox}{}{}
  { \hfill \textbf{\color{\framecolor} \fcolorbox{black}{white}{\rightbox} }
  } 
}

\begin{flushleft}
}  % Ende der begin-Anweisungen, es folgen die end-Anweisungen
{\end{flushleft}\end{mdframed}\end{scriptsize} }

\newcommand{\TemplateCode}[9]
% **************************************************
{

\ifstr{#1}{}{~}{
\minisec{\normalfont \scriptsize \centering \textbf{\textit{#1}} \medskip } }

\begin{scriptsize}

% Code-Abschnitt mit #4
\begin{TemplateCodeInside} {} {0pt} {0pt} {#3} {#5} {}
#6
\end{TemplateCodeInside}

% Ausgabetext mit #4
#4
 
% #2   Fußzeile ausgeben, sofern vorgesehen
\ifstr{#2} {} {} { \centering \textit{#2} \medskip \\ } 

\end{scriptsize}
}








headers/templates-juetho.tex

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newenvironment{TemplateCodeInside}[6]
% no more parameters
% **************************************************
% Template Code Inside
% Darstellung eines Code-Teils oder der Code-Ausgabe
% wird für folgende Wiki-Vorlagen benutzt:
%     Vorlage:Syntax
%     <source>...</source>
%     Regal:Programmierung: Vorlage:CodeIntern
% außerdem mehrfache Verwendung durch das Makro "Template Code"
%
% #1  leer   Anzeige als Code:    grauer Hintergrund, ohne Rahmen
%     sonst  Anzeige als Ausgabe: weißer Hintergrund, mit  Rahmen
% #2  Abstand vor dem Rahmen
%     0pt    als Standardwert
%     \baselineskip nur dann, wenn es der erste Teil innerhalb der Umgebung ist
%            und keine Kopfzeile vorgesehen ist
% #3  Abstand nach dem Rahmen
%     0pt    als Standardwert
%     \baselineskip nur dann, wenn es der letzte Teil innerhalb der Umgebung ist
%            und keine Fußzeile vorgesehen ist
% #4  spezieller Hinweis, verwendet für die Zusatzbox rechts
%     leer   als Standardwert
%     e      steht für error, also Zusatz 'Falsch' in rot
%     v      steht für valid, also Zusatz 'Richtig' in grün (genauer: jeder beliebige andere Inhalt)
% #5  spezieller Text für die Zusatzbox links
%     leer   als Standardwert
%     spezieller Hinweis: Wenn dieser Text leer ist, aber 'e' oder 'v' vorgesehen ist,
%            dann wird 'Quelltext' eingetragen
% #6  Zeilennummerierung *** funktioniert noch nicht, wird vorerst ignoriert ***
%     leer   als Standardwert -> ausschalten
%     true   als Spezialwert  -> einschalten
% **************************************************
% auch wenn die Variablen am Anfang dieser Datei nur lokal überschrieben werden,
% muss zwischen den Variablen von TemplateCode und TemplateCodeInside unterschieden werden.
% In TemplateCode werden die folgenden Variablen benutzt:
%      \wbtemplengthb für skipabove
%      \wbtemplengthc für skipbelow
%      \wbtempcounta  als Zwischenspeicher
%      \wbtemptexta   als Ausgabetext, der automatisch erzeugt wird
%
% In TemplateCodeInside werden die folgenden Variablen benutzt:
%      \wbtemplengtha für framelinewidth
%      \wbtemplengthd für innertopmargin
%      \wbtempcolorb  für die Schriftfarbe der rechten Box
% **************************************************
{
% Argumente für Hintergrund und Rahmen definieren
%      \wbtemplengtha für framelinewidth
\definecolor{framebackground}{gray}{0.9}
% Argumente mit Inhalt versehen
% #1 - Standard leer: als Code anzeigen
%        mit Inhalt: als Ausgabe anzeigen
\ifstr{#1}{}{\setlength{\wbtemplengtha}{0pt}}
{ \definecolor{framebackground}{rgb}{1.0,1.0,1.0}   
\setlength{\wbtemplengtha}{1pt}  }

% 2./3.Parameter in Variable übernehmen
%     es gelingt mir nicht, unten #2 und #3 direkt zuzuweisen
%\setlength{\wbtemplengthb}{#2}
%\setlength{\wbtemplengthc}{#3}

% 4./5.Parameter in Variable übernehmen
% der Box für den rechten Rahmen wird der richtige Text und die richtige Farbe zugewiesen
% Standard:     grün, 'Richtig'
% im Fall 'e':  rot,  'Falsch'
\renewcommand{\wbtempcolorb}{mydarkgreen}
\renewcommand{\wbtemptextb}{Richtig}
\ifstr{#4} {e} { \renewcommand{\wbtempcolorb}{red} \renewcommand{\wbtemptextb}{Falsch} } {} 

% Festlegen des oberen inneren Rands:
%    Standard als normaler Zeilenabstand
%    wenn es keine obere Box gibt, dann genügt der Standardabstand
\setlength{\wbtemplengthd}{0pt}
\ifstr{#4}{}{}{\setlength{\wbtemplengthd}{\baselineskip}}
\ifstr{#5}{}{}{\setlength{\wbtemplengthd}{\baselineskip}}

% Aufruf von mdframed mit den festgelegten Parametern
\begin{scriptsize}
%\begin{mdframed} [ backgroundcolor=framebackground, 
%linewidth=\wbtemplengtha, %skipabove=\wbtemplengthb, skipbelow=\wbtemplengthc, 
%splittopskip=5\baselineskip, splitbottomskip=5\baselineskip,
%skipabove=#2, skipbelow=#3, 
%innertopmargin=\wbtemplengthd, innerbottommargin=1ex ]
\begin{shaded}
\ttfamily 
% Anzeige der kleinen Boxen nur dann, wenn eine davon nicht leer ist
\ifstr{#5}{}
% wenn die rechte Box vorgesehen ist und die linke nicht, kommt links der Standardtext
{ \ifstr{#4}{}{}
   {\fbox{Quelltext} \hfill \textbf{\color{\wbtempcolorb} \fcolorbox{black}{white}{\wbtemptextb}} } 
}
% andernfalls kommt links auf jeden Fall die vorgesehene Box
{  \fbox{#5}
% und bei Bedarf zusätzlich rechts die zweite Box
   \ifstr{#4}{}{}{\hfill \textbf{\color{\wbtempcolorb} \fcolorbox{black}{white}{\wbtemptextb}}}
}

%\ifstr{#6}{true}{\linenumbers[1]}{}
%\begin{lstlisting}
\begin{flushleft}
}  % Ende der begin-Anweisungen, es folgen die end-Anweisungen
{\end{flushleft}
%\end{lstlisting}
%\end{mdframed}
\end{shaded}
\end{scriptsize}}


\newcommand{\TemplateCode}[9]
% no more parameters
% **************************************************
% Template Code
% Darstellung von Code (einzeln oder mehrfach, Kopf- und Fußzeile,
%      mit oder ohne Ausgabe)
% wird für folgende Wiki-Vorlagen benutzt:
%      Regal:Programmierung: Vorlage:Code
%      Regal:Programmierung: Vorlage:NETCode
%      Regal:Programmierung: Vorlage:MultiCode
%
% #1   Inhalt der Kopfzeile
%      kann auch leer sein
% #2   Inhalt der Fußzeile
%      kann auch leer sein
% #3   spezieller Hinweis, verwendet für die Zusatzbox rechts
%      leer   als Standardwert
%      e      steht für error, also Zusatz 'Falsch' in rot
%      v      steht für valid, also Zusatz 'Richtig' in grün (genauer: jeder beliebige andere Inhalt)
% #4   spezieller Text für die Zusatzbox links
%      leer   als Standardwert
%      spezieller Hinweis: Wenn dieser Text leer ist, aber 'e' oder 'v' vorgesehen ist,
%            dann wird 'Quelltext' eingetragen
%      spezieller Hinweis: Wenn der Text #6 vorgesehen ist und außerdem mindestens 
%                 einer der Texte #7/#8/#9, dann muss sinnvollerweise der Parameter #4 
%                 für den Text #6 verwendet werden
% #5   Inhalt für den Ausgabe-Teil
%      kann auch leer sein
% #6   Inhalt für den Quelltext 1
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für C++
%      bei DualCode der Text für lang1
% #7   Inhalt für den Quelltext 2
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für C#
%      bei DualCode der Text für lang2
% #8   Inhalt für den Quelltext 3
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für VB.NET
% #9   Inhalt für den Quelltext 4
%      kann auch leer sein
%      bei MultiCode der Text für Delphi Prism
% **************************************************
% Hier werden die folgenden Variablen von wiki-templates.tex benutzt; 
% diese dürfen in TemplateCodeInside nicht benutzt werden, weil sie unter Umständen
% überschrieben werden könnten.
%      \wbtemplengthb für skipabove
%      \wbtemplengthc für skipbelow
%      \wbtempcounta  als Zwischenspeicher
%      \wbtemptexta   als Ausgabetext, der automatisch erzeugt wird
%
% **************************************************
{
% Die Umgebung Template Code Inside setzt die Schriftgröße ebenfalls fest,
% dies soll aber auch für Kopf- und Fußzeile gelten.
\begin{scriptsize}

% #1   Kopfzeile ausgeben, sofern vorgesehen
%      wenn sie nicht vorgesehen ist, muss der obere Abstand definiert werden
%      \wbtemplengthb für skipabove
\ifstr{#1}{}
{ \setlength{\wbtemplengthb}{\baselineskip} }
{ \minisec{\normalfont \scriptsize \centering \textbf{#1} \\[-0.5\baselineskip]}
  \setlength{\wbtemplengthb}{0pt} }

% #2   unterer Abstand ist standardmäßig 0 pt, aber beim letzten Abschnitt 
%      ohne Fußzeile ist der Abstand festzusetzen
\setlength{\wbtemplengthc}{0pt}
%      \wbtemplengthc für skipbelow
% \wbtempcounta als temp-Variable verwenden, welcher Abschnitt der letzte ist
\wbtempcounta=0
% prüfe zunächst, bei welcher Ausgabe der "Abstand nachher" auf \baselineskip gesetzt werden muss;
% in allen anderen Fällen bleibt es beim Standardwert 0pt
% * nur erforderlich, wenn keine Fußzeile vorgesehen ist
% * wenn Ausgabe   #4 vorgesehen ist, dann dort
% * wenn Quellcode #9 vorgesehen ist, dann dort
% * wenn Quellcode #8 vorgesehen ist, dann dort
% * wenn Quellcode #7 vorgesehen ist, dann dort
% * wenn Quellcode #6 vorgesehen ist, dann dort
% das einfachste Verfahren ist, dies vorwärts zu prüfen
\ifstr{#2}{}{}{
  \ifstr{#6}{}{}{\wbtempcounta=6 }
  \ifstr{#7}{}{}{\wbtempcounta=7 }
  \ifstr{#8}{}{}{\wbtempcounta=8 }
  \ifstr{#9}{}{}{\wbtempcounta=9 }
  \ifstr{#4}{}{}{\wbtempcounta=10 }
}
  
% nach der ersten Ausgabe wird der "Abstand vorher" immer auf 0 gesetzt
% Quelltext 1 mit #6
\ifstr{#6}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=6 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {#5} {}
#6
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% in gleicher Weise werden die weiteren Teile ausgegeben, bei #7 #8 #9 gibt es Standardtexte
% Quelltext 2 mit #7
\ifstr{#7}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=7 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{C\#-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#7
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Quelltext 3 mit #8
\ifstr{#8}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=8 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{VB.NET-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#8
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Quelltext 4 mit #9
\ifstr{#9}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=9 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{C\#-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#9
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Ausgabetext mit #4
\ifstr{#4}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=10 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{Ausgabe}}
  \begin{TemplateCodeInside} {x} {\wbtemplengthb} {\wbtemplengthc} {} {\wbtemptexta} {}
#4
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  
 
% #2   Fußzeile ausgeben, sofern vorgesehen
%      wenn sie nicht vorgesehen ist, muss der obere Abstand definiert werden
\ifstr{#2}{}{}
{ \centering \textbf{#2} \medskip \\ }

\end{scriptsize}
}

\begin{comment}
\newcommand{\TemplatePreformat}[1]
{\begin{TemplateCodeInside}{x}{\baselineskip}{\baselineskip}{}{}{}
#1
\end{TemplateCodeInside}
}

\newcommand{\TemplateSpaceIndent}[1]
{\begin{TemplateCodeInside}{x}{\baselineskip}{\baselineskip}{}{}{}
#1
\end{TemplateCodeInside}
}
\end{comment}

\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}~}







headers/templates.tex

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newcommand{\CPPAuthorsTemplate}[4]{
\LaTeXZeroBoxTemplate{
The following people are authors to this book:

#3

You can verify who has contributed to this book by examining the history logs at Wikibooks (http://en.wikibooks.org/).

Acknowledgment is given for using some contents from other works like #1, as from the authors #2.

The above authors release their work under the following license:

This work is licensed under the Creative Commons Attribution-Share Alike 3.0 Unported license. In short: you are free to share and to make derivatives of this work under the conditions that you appropriately attribute it, and that you only distribute it under the same, similar or a compatible license. Any of the above conditions can be waived if you get permission from the copyright holder.
Unless otherwise noted, #4 used in this book have their own copyright, may use different licenses than the one used here, and were not created by the above authors. The authors, contributors, and licenses used should be acknowledged separately.}
}


\newcommand{\tlTemplate}[1]{{\{\{{\ttfamily #1}\}\}}}

\newcommand{\matrixdimTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
{\bfseries Matrix Dimensions: }\\
A: $p \times p$ \\
B:  $p \times q$\\
C:  $r \times p$\\
D:  $r \times q$\\
\end{myshaded}
}

\newcommand{\matlabTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This operation can be performed using this MATLAB command:
{\ttfamily #1}
\end{myshaded}}

\newcommand{\PrintUnitPage}[3]{\pagebreak
\begin{flushleft}
{\bfseries \Large #1}
\end{flushleft}

\begin{longtable}{>{\RaggedRight}p{0.5\linewidth}>{\RaggedRight}p{0.5\linewidth}}
& #2
\end{longtable}}

\newcommand{\LaTeXCodeTipTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
#1 \\
#2 \\
#3
\end{myshaded}
}

\newcommand{\DisassemblySyntax}[1]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This code example uses #1 Syntax
\end{myshaded}}


\newcommand{\LaTeXDeutschTemplate}[1]{ {\bfseries deutsch:} #1 }



\newcommand{\LaTeXNullTemplate}[1]{}
\newcommand{\LatexSymbol}[1]{\LaTeX}

\newcommand{\LaTeXDoubleBoxTemplate}[2]{

\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}
\end{minipage}

}


\newcommand{\LaTeXSimpleBoxTemplate}[2]{
{\bfseries #1} \\
#2
}

\newcommand{\SolutionBoxTemplate}[2]{
#2
}


\newcommand{\LaTeXDoubleBoxOpenTemplate}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}

}


\newcommand{\LaTeXLatinExcerciseTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries Excercise: #1} \\
#2 \\
{\bfseries Solution}
#3
\end{myshaded}

}


\newcommand{\LaTeXShadedColorBoxTemplate}[2]{
{\linewidth}#1\begin{myshaded}
#2
\end{myshaded}
}


\newcommand{\LaTeXZeroBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
\end{minipage}
}

\newcommand{\LaTeXZeroBoxOpenTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
}

\newcommand{\PDFLink}[1]{
\textbf{PDF} #1
}

\newcommand{\SonnensystemFakten}[3]{
#1 \\
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #2}  \\
#3 \\
\end{myshaded}
}


\newcommand{\VorlageReferenzenEintrag}[3]{
\begin{longtable}{p{0.2\linewidth}p{0.8\linewidth}}

{[\bfseries #1]} & {\itshape #2} #3 \\
\end{longtable}

}

\newcommand{\MBOX}[2]{\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
\begin{longtable}{p{0.2\linewidth}p{0.7\linewidth}}
#1 & #2 \\
\end{longtable}
\end{myshaded}}



\newcommand{\LaTeXIdentityTemplate}[1]{#1
}

\newcommand{\TychoBrahe}[1]{Tycho Brahe}

\newcommand{\LaTeXPlainBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded} 
#1
\end{myshaded}
\end{minipage}
}


\newcommand{\Hinweis}[1]{
\begin{TemplateInfo}{{\Huge \textcircled{\LARGE !}}}{Hinweis}
#1
\end{TemplateInfo}}



\newcommand{\LaTexInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}}

\newcommand{\EqnTemplate}[1]{
\begin{flushright}
\textbf{[#1]}
\end{flushright}}

\newcommand{\RefTemplate}[1]{[#1]}


\newcommand{\LaTeXGCCTakeTemplate}[1]{
\LaTeXDoubleBoxTemplate{Take home:}{#1}
}

\newcommand{\LaTeXEditorNote}[1]{\LaTeXDoubleBoxTemplate{Editor's note}{#1}}

\newcommand{\BNPForVersion}[1]{
\LaTeXInfoTemplateOne{Applicable Blender version: #1}
}

\newcommand{\LaTeXInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}
}


\newcommand{\LaTexHelpFulHintTemplate}[1]{
\LaTeXDoubleBoxTemplate{Helpful Hint:}{#1}
}

\newcommand{\MyLaTeXTemplate}[3]{
\LaTeXDoubleBoxTemplate{MyLaTeXTemplate1:}{#1 \\ #2 \\ #3}
}

\newcommand{\TemplatePreformat}[1]{
\par
\begin{scriptsize}
%\setlength{\baselineskip}{0.9\baselineskip}
\ttfamily
#1
\par
\end{scriptsize}
}

\newcommand{\TemplateSpaceIndent}[1]{
\begin{scriptsize}
\begin{framed}
\ttfamily
#1
\end{framed}
\end{scriptsize}
}

\newcommand{\GenericColorBox}[2]
{
\newline
\begin{tabular}[t]{p{0.6cm}p{4cm}}
#1&#2\\  
\end{tabular}
}

\newcommand{\legendNamedColorBox}[2]
{
  \GenericColorBox{
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{#1}{
          \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}

\newcommand{\legendColorBox}[2]
{
  \GenericColorBox{
    \definecolor{tempColor}{rgb}{#1}
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{tempColor}{
           \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}



%\newcommand{\ubung} {{\LARGE $\triangleright$}}
\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}\,}

\newcommand{\TemplateSource}[1]
{
%\begin{TemplateCodeInside}{}{\baselineskip}{\baselineskip}{}{}{true}
\begin{scriptsize}
\begin{myshaded}\ttfamily
#1
\end{myshaded}
\end{scriptsize}
%\end{TemplateCodeInside}
}


\newenvironment{TemplateInfo}[2]
% no more parameters
%****************************************************
% Template Info
% Kasten mit Logo, Titelzeile, Text
% kann für folgende Wiki-Vorlagen benutzt werden:
%          Vorlage:merke, Vorlage:Achtung u.ä.
%
% #1 Logo  (optional) default: \Info
% #2 Titel (optional) default: Information; könnte theoretisch auch leer sein,
%                     das ist aber wegen des Logos nicht sinnvoll
%****************************************************
{
% Definition des Kastens mit Standardwerten
% u.U. ist linewidth=1pt erorderlich
\begin{mdframed}[ skipabove=\baselineskip, skipbelow=\baselineskip,
linewidth=1pt,
innertopmargin=0, innerbottommargin=0 ]
% linksbündig ist besser, weil es in der Regel wenige Zeilen sind, die teilweise kurz sind
\begin{flushleft}
% Überschrift größer darstellen
\begin{Large}
% #1 wird als Logo verwendet, Vorgabe ist \Info aus marvosym
%    für andere Logos muss ggf. das Package eingebunden werden
%    das Logo kann auch mit einer Größe verbunden werden, z.B. \LARGE\danger als #1
{#1 } \
% #2 wird als Titelzeile verwendet, Vorgabe ist 'Information'
{\bfseries #2}
\medskip \end{Large} \\
} % Ende der begin-Anweisungen, es folgenden die end-Anweisungen
{ \end{flushleft}\end{mdframed} }


\newcommand{\TemplateHeaderExercise}[3]
% no more parameters
%****************************************************
% Template Header Exercise
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
% ist gedacht für folgende Wiki-Vorlage:
%          Vorlage:Übung4
% kann genauso für den Aufgaben-Teil folgender Vorlagen verwendet werden:
%          Vorlage:Übung    (wird zz. nur einmal benutzt)
%          Vorlage:Übung2   (wird zz. gar nicht benutzt)
%          Vorlage:Übung3   (wird zz. in 2 Büchern häufig benutzt)
%          C++-Programmierung/ Vorlage:Aufgabe  (wird zz. nur selten benutzt,
%                            ist in LatexRenderer.hs schon erledigt)
%
% #1 Text   (optional) 'Aufgabe' oder 'Übung', kann auch leer sein
% #2 Nummer (Pflicht)  könnte theoretisch auch leer sein, aber dann sieht die Zeile
%                      seltsam aus; oder die if-Abfragen wären unnötig komplex
% #3 Titel  (optional) Inhaltsangabe der Aufgabe, kann auch leer sein
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}
 
\newcommand{\TemplateHeaderSolution}[3]
% no more parameters
%****************************************************
% Template Header Solution
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
%
% ist gedacht für den Lösungen-Teil der Vorlagen und wird genauso
% verwendet wie \TemplateHeaderExercise
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, Lösung zu #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}

\newcommand{\TemplateUbungDrei}[4]
{
\TemplateHeaderExercise{Übung}{#1}{#2}
#3
\TemplateHeaderSolution{Übung}{#1}{#2}
#4
}

\newcommand{\Mywrapfigure}[2]
{
\begin{wrapfigure}{r}{#1\textwidth}
\begin{center}
#2
\end{center}
\end{wrapfigure}
}



\newcommand{\Mymakebox}[2]
{
\begin{minipage}{#1\textwidth}
#2
\end{minipage}
}

\newcommand{\MyBlau}[1]{
\textcolor{darkblue}{#1}
} 
\newcommand{\MyRot}[1]{
\textcolor{red}{#1}
} 
\newcommand{\MyGrun}[1]{
\textcolor{mydarkgreen}{#1}
} 
\newcommand{\MyBg}[2]{
\fcolorbox{#1}{#1}{#2} 
} 

\newcommand{\BNPModule}[1]{
the "#1" module
} 


\newcommand{\LaTeXMerkeZweiTemplate}[1]{\LaTeXDoubleBoxTemplate{Merke}{#1}}

\newcommand{\LaTeXDefinitionTemplate}[1]{\LaTeXDoubleBoxTemplate{Definition}{#1}}

\newcommand{\LaTeXAnorganischeChemieFuerSchuelerVorlageMerksatzTemplate}[1]{\LaTeXDoubleBoxTemplate{Merksatz}{#1}}

\newcommand{\LaTeXTextTemplate}[1]{\LaTeXDoubleBoxTemplate{}{#1}}

\newcommand{\LaTeXExampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXexampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXPTPBoxTemplate}[1]{\LaTeXDoubleBoxTemplate{Points to ponder:}{#1}}

\newcommand{\LaTeXNOTETemplate}[2]{\LaTeXDoubleBoxTemplate{Note:}{#1 #2}}

\newcommand{\LaTeXNotizTemplate}[1]{\LaTeXDoubleBoxTemplate{Notiz:}{#1}}

\newcommand{\LaTeXbodynoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXcquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXCquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXSideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXsideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXExercisesTemplate}[1]{\LaTeXDoubleBoxTemplate{Exercises:}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageTippTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}

\newcommand{\LaTeXTipTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}
\newcommand{\LaTeXUnknownTemplate}[1]{unknown}

\newcommand{\LaTeXCppProgrammierungVorlageHinweisTemplate}[1]{\LaTeXDoubleBoxTemplate{Hinweis}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageSpaeterImBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Thema wird später näher erläutert...}{#1}}
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\DeclareUnicodeCharacter{00EF}{\"\i}
\DeclareUnicodeCharacter{00F0}{\dh}
\DeclareUnicodeCharacter{00F1}{\~n}
\DeclareUnicodeCharacter{00F2}{\@tabacckludge`o}
\DeclareUnicodeCharacter{00F3}{\@tabacckludge'o}
\DeclareUnicodeCharacter{00F4}{\^o}
\DeclareUnicodeCharacter{00F5}{\~o}
\DeclareUnicodeCharacter{00F6}{\"o}
\DeclareUnicodeCharacter{00F7}{\textdiv}
\DeclareUnicodeCharacter{00F8}{\o}
\DeclareUnicodeCharacter{00F9}{\@tabacckludge`u}
\DeclareUnicodeCharacter{00FA}{\@tabacckludge'u}
\DeclareUnicodeCharacter{00FB}{\^u}
\DeclareUnicodeCharacter{00FC}{\"u}
\DeclareUnicodeCharacter{00FD}{\@tabacckludge'y}
\DeclareUnicodeCharacter{00FE}{\th}
\DeclareUnicodeCharacter{00FF}{\"y}
\DeclareUnicodeCharacter{0102}{\u A}
\DeclareUnicodeCharacter{0103}{\u a}
\DeclareUnicodeCharacter{0104}{\k A}
\DeclareUnicodeCharacter{0105}{\k a}
\DeclareUnicodeCharacter{0106}{\@tabacckludge'C}
\DeclareUnicodeCharacter{0107}{\@tabacckludge'c}
\DeclareUnicodeCharacter{010C}{\v C}
\DeclareUnicodeCharacter{010D}{\v c}
\DeclareUnicodeCharacter{010E}{\v D}
\DeclareUnicodeCharacter{010F}{\v d}
\DeclareUnicodeCharacter{0110}{\DJ}
\DeclareUnicodeCharacter{0111}{\dj}
\DeclareUnicodeCharacter{0118}{\k E}
\DeclareUnicodeCharacter{0119}{\k e}
\DeclareUnicodeCharacter{011A}{\v E}
\DeclareUnicodeCharacter{011B}{\v e}
\DeclareUnicodeCharacter{011E}{\u G}
\DeclareUnicodeCharacter{011F}{\u g}
\DeclareUnicodeCharacter{0130}{\.I}
\DeclareUnicodeCharacter{0131}{\i}
\DeclareUnicodeCharacter{0132}{\IJ}
\DeclareUnicodeCharacter{0133}{\ij}
\DeclareUnicodeCharacter{0139}{\@tabacckludge'L}
\DeclareUnicodeCharacter{013A}{\@tabacckludge'l}
\DeclareUnicodeCharacter{013D}{\v L}
\DeclareUnicodeCharacter{013E}{\v l}
\DeclareUnicodeCharacter{0141}{\L}
\DeclareUnicodeCharacter{0142}{\l}
\DeclareUnicodeCharacter{0143}{\@tabacckludge'N}
\DeclareUnicodeCharacter{0144}{\@tabacckludge'n}
\DeclareUnicodeCharacter{0147}{\v N}
\DeclareUnicodeCharacter{0148}{\v n}
\DeclareUnicodeCharacter{014A}{\NG}
\DeclareUnicodeCharacter{014B}{\ng}
\DeclareUnicodeCharacter{0150}{\H O}
\DeclareUnicodeCharacter{0151}{\H o}
\DeclareUnicodeCharacter{0152}{\OE}
\DeclareUnicodeCharacter{0153}{\oe}
\DeclareUnicodeCharacter{0154}{\@tabacckludge'R}
\DeclareUnicodeCharacter{0155}{\@tabacckludge'r}
\DeclareUnicodeCharacter{0158}{\v R}
\DeclareUnicodeCharacter{0159}{\v r}
\DeclareUnicodeCharacter{015A}{\@tabacckludge'S}
\DeclareUnicodeCharacter{015B}{\@tabacckludge's}
\DeclareUnicodeCharacter{015E}{\c S}
\DeclareUnicodeCharacter{015F}{\c s}
\DeclareUnicodeCharacter{0160}{\v S}
\DeclareUnicodeCharacter{0161}{\v s}
\DeclareUnicodeCharacter{0162}{\c T}
\DeclareUnicodeCharacter{0163}{\c t}
\DeclareUnicodeCharacter{0164}{\v T}
\DeclareUnicodeCharacter{0165}{\v t}
\DeclareUnicodeCharacter{016E}{\r U}
\DeclareUnicodeCharacter{016F}{\r u}
\DeclareUnicodeCharacter{0170}{\H U}
\DeclareUnicodeCharacter{0171}{\H u}
\DeclareUnicodeCharacter{0178}{\"Y}
\DeclareUnicodeCharacter{0179}{\@tabacckludge'Z}
\DeclareUnicodeCharacter{017A}{\@tabacckludge'z}
\DeclareUnicodeCharacter{017B}{\.Z}
\DeclareUnicodeCharacter{017C}{\.z}
\DeclareUnicodeCharacter{017D}{\v Z}
\DeclareUnicodeCharacter{017E}{\v z}
\DeclareUnicodeCharacter{0192}{\textflorin}
\DeclareUnicodeCharacter{02C6}{\textasciicircum}
\DeclareUnicodeCharacter{02C7}{\textasciicaron}
\DeclareUnicodeCharacter{02DC}{\textasciitilde}
\DeclareUnicodeCharacter{02D8}{\textasciibreve}
\DeclareUnicodeCharacter{02DD}{\textacutedbl}
\DeclareUnicodeCharacter{0E3F}{\textbaht}
\DeclareUnicodeCharacter{200C}{\textcompwordmark}
\DeclareUnicodeCharacter{2013}{\textendash}
\DeclareUnicodeCharacter{2014}{\textemdash}
\DeclareUnicodeCharacter{2016}{\textbardbl}
\DeclareUnicodeCharacter{2018}{\textquoteleft}
\DeclareUnicodeCharacter{2019}{\textquoteright}
\DeclareUnicodeCharacter{201A}{\quotesinglbase}
\DeclareUnicodeCharacter{201C}{\textquotedblleft}
\DeclareUnicodeCharacter{201D}{\textquotedblright}
\DeclareUnicodeCharacter{201E}{\quotedblbase}
\DeclareUnicodeCharacter{2020}{\textdagger}
\DeclareUnicodeCharacter{2021}{\textdaggerdbl}
\DeclareUnicodeCharacter{2022}{\textbullet}
\DeclareUnicodeCharacter{2026}{\textellipsis}
\DeclareUnicodeCharacter{2030}{\textperthousand}
\DeclareUnicodeCharacter{2031}{\textpertenthousand}
\DeclareUnicodeCharacter{2039}{\guilsinglleft}
\DeclareUnicodeCharacter{203A}{\guilsinglright}
\DeclareUnicodeCharacter{203B}{\textreferencemark}
\DeclareUnicodeCharacter{203D}{\textinterrobang}
\DeclareUnicodeCharacter{2044}{\textfractionsolidus}
\DeclareUnicodeCharacter{204E}{\textasteriskcentered} % LOW ASTERISK
\DeclareUnicodeCharacter{2052}{\textdiscount}
\DeclareUnicodeCharacter{20A1}{\textcolonmonetary}
\DeclareUnicodeCharacter{20A4}{\textlira}
\DeclareUnicodeCharacter{20A6}{\textnaira}
\DeclareUnicodeCharacter{20A9}{\textwon}
\DeclareUnicodeCharacter{20AB}{\textdong}
\DeclareUnicodeCharacter{20AC}{\texteuro}
\DeclareUnicodeCharacter{20B1}{\textpeso}
\DeclareUnicodeCharacter{2103}{\textcelsius}
\DeclareUnicodeCharacter{2116}{\textnumero}
\DeclareUnicodeCharacter{2117}{\textcircledP}
\DeclareUnicodeCharacter{211E}{\textrecipe}
\DeclareUnicodeCharacter{2120}{\textservicemark}
\DeclareUnicodeCharacter{2122}{\texttrademark}
\DeclareUnicodeCharacter{2126}{\textohm}
\DeclareUnicodeCharacter{2127}{\textmho}
\DeclareUnicodeCharacter{212E}{\textestimated}
\DeclareUnicodeCharacter{2190}{\textleftarrow}
\DeclareUnicodeCharacter{2191}{\textuparrow}
\DeclareUnicodeCharacter{2192}{\textrightarrow}
\DeclareUnicodeCharacter{2193}{\textdownarrow}
\DeclareUnicodeCharacter{2329}{\textlangle}
\DeclareUnicodeCharacter{232A}{\textrangle}
\DeclareUnicodeCharacter{2422}{\textblank}
\DeclareUnicodeCharacter{2423}{\textvisiblespace}
\DeclareUnicodeCharacter{25E6}{\textopenbullet}
\DeclareUnicodeCharacter{25EF}{\textbigcircle}
\DeclareUnicodeCharacter{266A}{\textmusicalnote}

\endinput
%%
%% End of file `utf8enc.dfu'.
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main/main.log

This is pdfTeX, Version 3.1415926-2.4-1.40.13 (TeX Live 2012/Debian) (format=pdflatex 2012.10.25)  13 MAR 2013 17:12
entering extended mode
 restricted \write18 enabled.
 %&-line parsing enabled.
**main.tex
(./main.tex
LaTeX2e <2011/06/27>
Babel <v3.8m> and hyphenation patterns for english, dumylang, nohyphenation, et
hiopic, farsi, arabic, pinyin, croatian, bulgarian, ukrainian, russian, slovak,
 czech, danish, dutch, usenglishmax, ukenglish, finnish, french, basque, ngerma
n, german, swissgerman, ngerman-x-2012-05-30, german-x-2012-05-30, monogreek, g
reek, ibycus, ancientgreek, hungarian, bengali, tamil, hindi, telugu, gujarati,
 sanskrit, malayalam, kannada, assamese, marathi, oriya, panjabi, italian, lati
n, latvian, lithuanian, mongolian, mongolianlmc, nynorsk, bokmal, indonesian, e
speranto, coptic, welsh, irish, interlingua, serbian, serbianc, slovenian, friu
lan, romansh, estonian, romanian, armenian, uppersorbian, turkish, afrikaans, i
celandic, kurmanji, polish, portuguese, galician, catalan, spanish, swedish, th
ai, loaded.
(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/hyphsubst.sty
Package: hyphsubst 2008/06/09 v0.2 Substitute hyphenation patterns (HO)

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/infwarerr.sty
Package: infwarerr 2010/04/08 v1.3 Providing info/warning/error messages (HO)
))
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrbook.cls
Document Class: scrbook 2012/05/15 v3.11 KOMA-Script document class (book)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrkbase.sty
Package: scrkbase 2012/05/15 v3.11 KOMA-Script package (KOMA-Script-dependent b
asics and keyval usage)

(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrbase.sty
Package: scrbase 2012/05/15 v3.11 KOMA-Script package (KOMA-Script-independent 
basics and keyval usage)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/keyval.sty
Package: keyval 1999/03/16 v1.13 key=value parser (DPC)
\KV@toks@=\toks14
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrlfile.sty
Package: scrlfile 2011/03/09 v3.09 KOMA-Script package (loading files)

Package scrlfile, 2011/03/09 v3.09 KOMA-Script package (loading files)
                  Copyright (C) Markus Kohm

))) (/usr/share/texlive/texmf-dist/tex/latex/koma-script/tocbasic.sty
Package: tocbasic 2012/04/04 v3.10b KOMA-Script package (handling toc-files)
)
Package tocbasic Info: omitting babel extension for `toc'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `toc' on input line 117.
Package tocbasic Info: omitting babel extension for `lof'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `lof' on input line 118.
Package tocbasic Info: omitting babel extension for `lot'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `lot' on input line 119.
Class scrbook Info: File `scrsize11pt.clo' used to setup font sizes on input li
ne 1366.

(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrsize11pt.clo
File: scrsize11pt.clo 2012/05/15 v3.11 KOMA-Script font size class option (11pt
)
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/typearea.sty
Package: typearea 2012/05/15 v3.11 KOMA-Script package (type area)

Package typearea, 2012/05/15 v3.11 KOMA-Script package (type area)
                  Copyright (C) Frank Neukam, 1992-1994
                  Copyright (C) Markus Kohm, 1994-

\ta@bcor=\skip41
\ta@div=\count79
\ta@hblk=\skip42
\ta@vblk=\skip43
\ta@temp=\skip44
Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 13
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 433.35742pt
(typearea)              DIV departure   = -10%
(typearea)              \evensidemargin = 14.40149pt
(typearea)              \oddsidemargin  = 5.20905pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 650.20029pt
(typearea)              \topmargin      = -44.6664pt
(typearea)              \headheight     = 17.0pt
(typearea)              \headsep        = 20.40001pt
(typearea)              \topskip        = 11.0pt
(typearea)              \footskip       = 47.60002pt
(typearea)              \baselineskip   = 13.6pt
(typearea)              on input line 1211.
)
\c@part=\count80
\c@chapter=\count81
\c@section=\count82
\c@subsection=\count83
\c@subsubsection=\count84
\c@paragraph=\count85
\c@subparagraph=\count86
\abovecaptionskip=\skip45
\belowcaptionskip=\skip46
\c@pti@nb@sid@b@x=\box26
\c@figure=\count87
\c@table=\count88
\bibindent=\dimen102
) (../headers/paper.tex) (../headers/packages1.tex
(/usr/share/texlive/texmf-dist/tex/latex/graphics/color.sty
Package: color 2005/11/14 v1.0j Standard LaTeX Color (DPC)

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/color.cfg
File: color.cfg 2007/01/18 v1.5 color configuration of teTeX/TeXLive
)
Package color Info: Driver file: pdftex.def on input line 130.

(/usr/share/texlive/texmf-dist/tex/latex/pdftex-def/pdftex.def
File: pdftex.def 2011/05/27 v0.06d Graphics/color for pdfTeX

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/ltxcmds.sty
Package: ltxcmds 2011/11/09 v1.22 LaTeX kernel commands for general use (HO)
)
\Gread@gobject=\count89
))
(/usr/share/texlive/texmf-dist/tex/latex/base/textcomp.sty
Package: textcomp 2005/09/27 v1.99g Standard LaTeX package
Package textcomp Info: Sub-encoding information:
(textcomp)               5 = only ISO-Adobe without \textcurrency
(textcomp)               4 = 5 + \texteuro
(textcomp)               3 = 4 + \textohm
(textcomp)               2 = 3 + \textestimated + \textcurrency
(textcomp)               1 = TS1 - \textcircled - \t
(textcomp)               0 = TS1 (full)
(textcomp)             Font families with sub-encoding setting implement
(textcomp)             only a restricted character set as indicated.
(textcomp)             Family '?' is the default used for unknown fonts.
(textcomp)             See the documentation for details.
Package textcomp Info: Setting ? sub-encoding to TS1/1 on input line 71.

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1enc.def
File: ts1enc.def 2001/06/05 v3.0e (jk/car/fm) Standard LaTeX file
)
LaTeX Info: Redefining \oldstylenums on input line 266.
Package textcomp Info: Setting cmr sub-encoding to TS1/0 on input line 281.
Package textcomp Info: Setting cmss sub-encoding to TS1/0 on input line 282.
Package textcomp Info: Setting cmtt sub-encoding to TS1/0 on input line 283.
Package textcomp Info: Setting cmvtt sub-encoding to TS1/0 on input line 284.
Package textcomp Info: Setting cmbr sub-encoding to TS1/0 on input line 285.
Package textcomp Info: Setting cmtl sub-encoding to TS1/0 on input line 286.
Package textcomp Info: Setting ccr sub-encoding to TS1/0 on input line 287.
Package textcomp Info: Setting ptm sub-encoding to TS1/4 on input line 288.
Package textcomp Info: Setting pcr sub-encoding to TS1/4 on input line 289.
Package textcomp Info: Setting phv sub-encoding to TS1/4 on input line 290.
Package textcomp Info: Setting ppl sub-encoding to TS1/3 on input line 291.
Package textcomp Info: Setting pag sub-encoding to TS1/4 on input line 292.
Package textcomp Info: Setting pbk sub-encoding to TS1/4 on input line 293.
Package textcomp Info: Setting pnc sub-encoding to TS1/4 on input line 294.
Package textcomp Info: Setting pzc sub-encoding to TS1/4 on input line 295.
Package textcomp Info: Setting bch sub-encoding to TS1/4 on input line 296.
Package textcomp Info: Setting put sub-encoding to TS1/5 on input line 297.
Package textcomp Info: Setting uag sub-encoding to TS1/5 on input line 298.
Package textcomp Info: Setting ugq sub-encoding to TS1/5 on input line 299.
Package textcomp Info: Setting ul8 sub-encoding to TS1/4 on input line 300.
Package textcomp Info: Setting ul9 sub-encoding to TS1/4 on input line 301.
Package textcomp Info: Setting augie sub-encoding to TS1/5 on input line 302.
Package textcomp Info: Setting dayrom sub-encoding to TS1/3 on input line 303.
Package textcomp Info: Setting dayroms sub-encoding to TS1/3 on input line 304.

Package textcomp Info: Setting pxr sub-encoding to TS1/0 on input line 305.
Package textcomp Info: Setting pxss sub-encoding to TS1/0 on input line 306.
Package textcomp Info: Setting pxtt sub-encoding to TS1/0 on input line 307.
Package textcomp Info: Setting txr sub-encoding to TS1/0 on input line 308.
Package textcomp Info: Setting txss sub-encoding to TS1/0 on input line 309.
Package textcomp Info: Setting txtt sub-encoding to TS1/0 on input line 310.
Package textcomp Info: Setting lmr sub-encoding to TS1/0 on input line 311.
Package textcomp Info: Setting lmdh sub-encoding to TS1/0 on input line 312.
Package textcomp Info: Setting lmss sub-encoding to TS1/0 on input line 313.
Package textcomp Info: Setting lmssq sub-encoding to TS1/0 on input line 314.
Package textcomp Info: Setting lmvtt sub-encoding to TS1/0 on input line 315.
Package textcomp Info: Setting qhv sub-encoding to TS1/0 on input line 316.
Package textcomp Info: Setting qag sub-encoding to TS1/0 on input line 317.
Package textcomp Info: Setting qbk sub-encoding to TS1/0 on input line 318.
Package textcomp Info: Setting qcr sub-encoding to TS1/0 on input line 319.
Package textcomp Info: Setting qcs sub-encoding to TS1/0 on input line 320.
Package textcomp Info: Setting qpl sub-encoding to TS1/0 on input line 321.
Package textcomp Info: Setting qtm sub-encoding to TS1/0 on input line 322.
Package textcomp Info: Setting qzc sub-encoding to TS1/0 on input line 323.
Package textcomp Info: Setting qhvc sub-encoding to TS1/0 on input line 324.
Package textcomp Info: Setting futs sub-encoding to TS1/4 on input line 325.
Package textcomp Info: Setting futx sub-encoding to TS1/4 on input line 326.
Package textcomp Info: Setting futj sub-encoding to TS1/4 on input line 327.
Package textcomp Info: Setting hlh sub-encoding to TS1/3 on input line 328.
Package textcomp Info: Setting hls sub-encoding to TS1/3 on input line 329.
Package textcomp Info: Setting hlst sub-encoding to TS1/3 on input line 330.
Package textcomp Info: Setting hlct sub-encoding to TS1/5 on input line 331.
Package textcomp Info: Setting hlx sub-encoding to TS1/5 on input line 332.
Package textcomp Info: Setting hlce sub-encoding to TS1/5 on input line 333.
Package textcomp Info: Setting hlcn sub-encoding to TS1/5 on input line 334.
Package textcomp Info: Setting hlcw sub-encoding to TS1/5 on input line 335.
Package textcomp Info: Setting hlcf sub-encoding to TS1/5 on input line 336.
Package textcomp Info: Setting pplx sub-encoding to TS1/3 on input line 337.
Package textcomp Info: Setting pplj sub-encoding to TS1/3 on input line 338.
Package textcomp Info: Setting ptmx sub-encoding to TS1/4 on input line 339.
Package textcomp Info: Setting ptmj sub-encoding to TS1/4 on input line 340.
)
(/usr/share/texlive/texmf-dist/tex/latex/base/alltt.sty
Package: alltt 1997/06/16 v2.0g defines alltt environment
)
(/usr/share/texlive/texmf-dist/tex/latex/mdwtools/syntax.sty
Package: syntax 1996/05/17 1.07 Syntax typesetting (MDW)
\grammarparsep=\skip47
\grammarindent=\dimen103
\sdstartspace=\skip48
\sdendspace=\skip49
\sdmidskip=\skip50
\sdtokskip=\skip51
\sdfinalskip=\skip52
\sdrulewidth=\dimen104
\sdcirclediam=\dimen105
\sdindent=\dimen106
)
(/usr/share/texlive/texmf-dist/tex/latex/parskip/parskip.sty
Package: parskip 2001/04/09 non-zero parskip adjustments
)
(/usr/share/texlive/texmf-dist/tex/generic/ulem/ulem.sty
\UL@box=\box27
\UL@hyphenbox=\box28
\UL@skip=\skip53
\UL@hook=\toks15
\UL@height=\dimen107
\UL@pe=\count90
\UL@pixel=\dimen108
\ULC@box=\box29
Package: ulem 2012/05/18
\ULdepth=\dimen109
)
(/usr/share/texlive/texmf-dist/tex/latex/hyperref/hyperref.sty
Package: hyperref 2012/05/13 v6.82q Hypertext links for LaTeX

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/hobsub-hyperref.sty
Package: hobsub-hyperref 2012/05/28 v1.13 Bundle oberdiek, subset hyperref (HO)


(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/hobsub-generic.sty
Package: hobsub-generic 2012/05/28 v1.13 Bundle oberdiek, subset generic (HO)
Package: hobsub 2012/05/28 v1.13 Construct package bundles (HO)
Package hobsub Info: Skipping package `infwarerr' (already loaded).
Package hobsub Info: Skipping package `ltxcmds' (already loaded).
Package: ifluatex 2010/03/01 v1.3 Provides the ifluatex switch (HO)
Package ifluatex Info: LuaTeX not detected.
Package: ifvtex 2010/03/01 v1.5 Detect VTeX and its facilities (HO)
Package ifvtex Info: VTeX not detected.
Package: intcalc 2007/09/27 v1.1 Expandable calculations with integers (HO)
Package: ifpdf 2011/01/30 v2.3 Provides the ifpdf switch (HO)
Package ifpdf Info: pdfTeX in PDF mode is detected.
Package: etexcmds 2011/02/16 v1.5 Avoid name clashes with e-TeX commands (HO)
Package etexcmds Info: Could not find \expanded.
(etexcmds)             That can mean that you are not using pdfTeX 1.50 or
(etexcmds)             that some package has redefined \expanded.
(etexcmds)             In the latter case, load this package earlier.
Package: kvsetkeys 2012/04/25 v1.16 Key value parser (HO)
Package: kvdefinekeys 2011/04/07 v1.3 Define keys (HO)
Package: pdftexcmds 2011/11/29 v0.20 Utility functions of pdfTeX for LuaTeX (HO
)
Package pdftexcmds Info: LuaTeX not detected.
Package pdftexcmds Info: \pdf@primitive is available.
Package pdftexcmds Info: \pdf@ifprimitive is available.
Package pdftexcmds Info: \pdfdraftmode found.
Package: pdfescape 2011/11/25 v1.13 Implements pdfTeX's escape features (HO)
Package: bigintcalc 2012/04/08 v1.3 Expandable calculations on big integers (HO
)
Package: bitset 2011/01/30 v1.1 Handle bit-vector datatype (HO)
Package: uniquecounter 2011/01/30 v1.2 Provide unlimited unique counter (HO)
)
Package hobsub Info: Skipping package `hobsub' (already loaded).
Package: letltxmacro 2010/09/02 v1.4 Let assignment for LaTeX macros (HO)
Package: hopatch 2012/05/28 v1.2 Wrapper for package hooks (HO)
Package: xcolor-patch 2011/01/30 xcolor patch
Package: atveryend 2011/06/30 v1.8 Hooks at the very end of document (HO)
Package atveryend Info: \enddocument detected (standard20110627).
Package: atbegshi 2011/10/05 v1.16 At begin shipout hook (HO)
Package: refcount 2011/10/16 v3.4 Data extraction from label references (HO)
Package: hycolor 2011/01/30 v1.7 Color options for hyperref/bookmark (HO)
)
(/usr/share/texlive/texmf-dist/tex/generic/ifxetex/ifxetex.sty
Package: ifxetex 2010/09/12 v0.6 Provides ifxetex conditional
)
(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/kvoptions.sty
Package: kvoptions 2011/06/30 v3.11 Key value format for package options (HO)
)
\@linkdim=\dimen110
\Hy@linkcounter=\count91
\Hy@pagecounter=\count92

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/pd1enc.def
File: pd1enc.def 2012/05/13 v6.82q Hyperref: PDFDocEncoding definition (HO)
)
\Hy@SavedSpaceFactor=\count93

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/hyperref.cfg
File: hyperref.cfg 2002/06/06 v1.2 hyperref configuration of TeXLive
)
Package hyperref Info: Option `unicode' set `true' on input line 3941.

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/puenc.def
File: puenc.def 2012/05/13 v6.82q Hyperref: PDF Unicode definition (HO)
)
Package hyperref Info: Hyper figures OFF on input line 4062.
Package hyperref Info: Link nesting OFF on input line 4067.
Package hyperref Info: Hyper index ON on input line 4070.
Package hyperref Info: Plain pages OFF on input line 4077.
Package hyperref Info: Backreferencing OFF on input line 4082.
Package hyperref Info: Implicit mode ON; LaTeX internals redefined.
Package hyperref Info: Bookmarks ON on input line 4300.
\c@Hy@tempcnt=\count94

(/usr/share/texlive/texmf-dist/tex/latex/url/url.sty
\Urlmuskip=\muskip10
Package: url 2006/04/12  ver 3.3  Verb mode for urls, etc.
)
LaTeX Info: Redefining \url on input line 4653.
\Fld@menulength=\count95
\Field@Width=\dimen111
\Fld@charsize=\dimen112
Package hyperref Info: Hyper figures OFF on input line 5773.
Package hyperref Info: Link nesting OFF on input line 5778.
Package hyperref Info: Hyper index ON on input line 5781.
Package hyperref Info: backreferencing OFF on input line 5788.
Package hyperref Info: Link coloring OFF on input line 5793.
Package hyperref Info: Link coloring with OCG OFF on input line 5798.
Package hyperref Info: PDF/A mode OFF on input line 5803.
LaTeX Info: Redefining \ref on input line 5843.
LaTeX Info: Redefining \pageref on input line 5847.
\Hy@abspage=\count96
\c@Item=\count97
\c@Hfootnote=\count98
)

Package hyperref Message: Driver: hpdftex.

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/hpdftex.def
File: hpdftex.def 2012/05/13 v6.82q Hyperref driver for pdfTeX
\Fld@listcount=\count99
\c@bookmark@seq@number=\count100

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/rerunfilecheck.sty
Package: rerunfilecheck 2011/04/15 v1.7 Rerun checks for auxiliary files (HO)
Package uniquecounter Info: New unique counter `rerunfilecheck' on input line 2
82.
)
\Hy@SectionHShift=\skip54
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/tocstyle.sty
Package: tocstyle 2009/11/09 v0.2d-alpha LaTeX2e KOMA-Script package (versatile
 toc styles)


Package tocstyle Warning: THIS IS AN ALPHA VERSION!
(tocstyle)                USAGE OF THIS VERSION IS ON YOUR OWN RISK!
(tocstyle)                EVERYTHING MAY HAPPEN!
(tocstyle)                EVERYTHING MAY CHANGE IN FUTURE!
(tocstyle)                THERE IS NO SUPPORT, IF YOU USE THIS PACKAGE!
(tocstyle)                Maybe it would be better, not to load this package.

\tocstyle@indentstyle=\count101
Package tocstyle Info: no tocstyle.cfg found on input line 838.
) (/usr/share/texlive/texmf-dist/tex/latex/paralist/paralist.sty
Package: paralist 2002/03/18 v2.3b Extended list environments (BS)
\pltopsep=\skip55
\plpartopsep=\skip56
\plitemsep=\skip57
\plparsep=\skip58
\pl@lab=\toks16
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/trace.sty
Package: trace 2003/04/30 v1.1c trace LaTeX code
)
(/usr/share/texlive/texmf-dist/tex/latex/multirow/bigstrut.sty
\bigstrutjot=\dimen113
)
(/usr/share/texlive/texmf-dist/tex/latex/keystroke/keystroke.sty
Package: keystroke 2010/04/23 v1.6 3D keystrokes (SuSE GmbH/RN)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/graphics.sty
Package: graphics 2009/02/05 v1.0o Standard LaTeX Graphics (DPC,SPQR)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/trig.sty
Package: trig 1999/03/16 v1.09 sin cos tan (DPC)
)
(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/graphics.cfg
File: graphics.cfg 2010/04/23 v1.9 graphics configuration of TeX Live
)
Package graphics Info: Driver file: pdftex.def on input line 91.
)
\suse@key=\box30
\keystroke@left=\box31
\keystroke@right=\box32
\keystroke@middle=\box33

<keystroke_left.pdf, id=1, 42.1575pt x 195.73125pt>
File: keystroke_left.pdf Graphic file (type pdf)
 <use keystroke_left.pdf>
Package pdftex.def Info: keystroke_left.pdf used on input line 171.
(pdftex.def)             Requested size: 42.15738pt x 195.73076pt.

<keystroke_middle.pdf, id=2, 116.435pt x 195.73125pt>
File: keystroke_middle.pdf Graphic file (type pdf)

<use keystroke_middle.pdf>
Package pdftex.def Info: keystroke_middle.pdf used on input line 172.
(pdftex.def)             Requested size: 116.43471pt x 195.73076pt.

<keystroke_right.pdf, id=3, 42.1575pt x 195.73125pt>
File: keystroke_right.pdf Graphic file (type pdf)
 <use keystroke_right.pdf>
Package pdftex.def Info: keystroke_right.pdf used on input line 173.
(pdftex.def)             Requested size: 42.15738pt x 195.73076pt.
) (/usr/share/texlive/texmf-dist/tex/latex/supertabular/supertabular.sty
Package: supertabular 2004/02/20 v4.1e the supertabular environment
\c@tracingst=\count102
\ST@wd=\dimen114
\ST@rightskip=\skip59
\ST@leftskip=\skip60
\ST@parfillskip=\skip61
\ST@pageleft=\dimen115
\ST@headht=\dimen116
\ST@tailht=\dimen117
\ST@pagesofar=\dimen118
\ST@pboxht=\dimen119
\ST@lineht=\dimen120
\ST@stretchht=\dimen121
\ST@prevht=\dimen122
\ST@toadd=\dimen123
\ST@dimen=\dimen124
\ST@pbox=\box34
)
(/usr/share/texlive/texmf-dist/tex/latex/wrapfig/wrapfig.sty
\wrapoverhang=\dimen125
\WF@size=\dimen126
\c@WF@wrappedlines=\count103
\WF@box=\box35
\WF@everypar=\toks17
Package: wrapfig 2003/01/31  v 3.6
))
(../headers/babel.tex (/var/lib/texmf/tex/generic/babel/babel.sty
Package: babel 2008/07/08 v3.8m The Babel package

(/usr/share/texlive/texmf-dist/tex/generic/babel/english.ldf
Language: english 2005/03/30 v3.3o English support from the babel system

(/usr/share/texlive/texmf-dist/tex/generic/babel/babel.def
File: babel.def 2008/07/08 v3.8m Babel common definitions
\babel@savecnt=\count104
\U@D=\dimen127
)
\l@canadian = a dialect from \language\l@american 
\l@australian = a dialect from \language\l@british 
\l@newzealand = a dialect from \language\l@british 
)))
(../headers/svg.tex) (../headers/packages2.tex
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/mathptmx.sty
Package: mathptmx 2005/04/12 PSNFSS-v9.2a Times w/ Math, improved (SPQR, WaS) 
LaTeX Font Info:    Redeclaring symbol font `operators' on input line 28.
LaTeX Font Info:    Overwriting symbol font `operators' in version `normal'
(Font)                  OT1/cmr/m/n --> OT1/ztmcm/m/n on input line 28.
LaTeX Font Info:    Overwriting symbol font `operators' in version `bold'
(Font)                  OT1/cmr/bx/n --> OT1/ztmcm/m/n on input line 28.
LaTeX Font Info:    Redeclaring symbol font `letters' on input line 29.
LaTeX Font Info:    Overwriting symbol font `letters' in version `normal'
(Font)                  OML/cmm/m/it --> OML/ztmcm/m/it on input line 29.
LaTeX Font Info:    Overwriting symbol font `letters' in version `bold'
(Font)                  OML/cmm/b/it --> OML/ztmcm/m/it on input line 29.
LaTeX Font Info:    Redeclaring symbol font `symbols' on input line 30.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `normal'
(Font)                  OMS/cmsy/m/n --> OMS/ztmcm/m/n on input line 30.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `bold'
(Font)                  OMS/cmsy/b/n --> OMS/ztmcm/m/n on input line 30.
LaTeX Font Info:    Redeclaring symbol font `largesymbols' on input line 31.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `normal'
(Font)                  OMX/cmex/m/n --> OMX/ztmcm/m/n on input line 31.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `bold'
(Font)                  OMX/cmex/m/n --> OMX/ztmcm/m/n on input line 31.
\symbold=\mathgroup4
\symitalic=\mathgroup5
LaTeX Font Info:    Redeclaring math alphabet \mathbf on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `normal'
(Font)                  OT1/cmr/bx/n --> OT1/ptm/bx/n on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `bold'
(Font)                  OT1/cmr/bx/n --> OT1/ptm/bx/n on input line 34.
LaTeX Font Info:    Redeclaring math alphabet \mathit on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `normal'
(Font)                  OT1/cmr/m/it --> OT1/ptm/m/it on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `bold'
(Font)                  OT1/cmr/bx/it --> OT1/ptm/m/it on input line 35.
LaTeX Info: Redefining \hbar on input line 50.
)
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/helvet.sty
Package: helvet 2005/04/12 PSNFSS-v9.2a (WaS) 
)
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/courier.sty
Package: courier 2005/04/12 PSNFSS-v9.2a (WaS) 
)
(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package

(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.def
File: t1enc.def 2005/09/27 v1.99g Standard LaTeX file
LaTeX Font Info:    Redeclaring font encoding T1 on input line 43.
))
(/usr/share/texlive/texmf-dist/tex/latex/multirow/multirow.sty)
(/usr/share/texlive/texmf-dist/tex/latex/tools/multicol.sty
Package: multicol 2011/06/27 v1.7a multicolumn formatting (FMi)
\c@tracingmulticols=\count105
\mult@box=\box36
\multicol@leftmargin=\dimen128
\c@unbalance=\count106
\c@collectmore=\count107
\doublecol@number=\count108
\multicoltolerance=\count109
\multicolpretolerance=\count110
\full@width=\dimen129
\page@free=\dimen130
\premulticols=\dimen131
\postmulticols=\dimen132
\multicolsep=\skip62
\multicolbaselineskip=\skip63
\partial@page=\box37
\last@line=\box38
\mult@rightbox=\box39
\mult@grightbox=\box40
\mult@gfirstbox=\box41
\mult@firstbox=\box42
\@tempa=\box43
\@tempa=\box44
\@tempa=\box45
\@tempa=\box46
\@tempa=\box47
\@tempa=\box48
\@tempa=\box49
\@tempa=\box50
\@tempa=\box51
\@tempa=\box52
\@tempa=\box53
\@tempa=\box54
\@tempa=\box55
\@tempa=\box56
\@tempa=\box57
\@tempa=\box58
\@tempa=\box59
\c@columnbadness=\count111
\c@finalcolumnbadness=\count112
\last@try=\dimen133
\multicolovershoot=\dimen134
\multicolundershoot=\dimen135
\mult@nat@firstbox=\box60
\colbreak@box=\box61
\multicol@sort@counter=\count113
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/array.sty
Package: array 2008/09/09 v2.4c Tabular extension package (FMi)
\col@sep=\dimen136
\extrarowheight=\dimen137
\NC@list=\toks18
\extratabsurround=\skip64
\backup@length=\skip65
)
(/usr/share/texlive/texmf-dist/tex/latex/ms/ragged2e.sty
Package: ragged2e 2009/05/21 v2.1 ragged2e Package (MS)

(/usr/share/texlive/texmf-dist/tex/latex/ms/everysel.sty
Package: everysel 2011/10/28 v1.2 EverySelectfont Package (MS)
)
\CenteringLeftskip=\skip66
\RaggedLeftLeftskip=\skip67
\RaggedRightLeftskip=\skip68
\CenteringRightskip=\skip69
\RaggedLeftRightskip=\skip70
\RaggedRightRightskip=\skip71
\CenteringParfillskip=\skip72
\RaggedLeftParfillskip=\skip73
\RaggedRightParfillskip=\skip74
\JustifyingParfillskip=\skip75
\CenteringParindent=\skip76
\RaggedLeftParindent=\skip77
\RaggedRightParindent=\skip78
\JustifyingParindent=\skip79
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/longtable.sty
Package: longtable 2004/02/01 v4.11 Multi-page Table package (DPC)
\LTleft=\skip80
\LTright=\skip81
\LTpre=\skip82
\LTpost=\skip83
\LTchunksize=\count114
\LTcapwidth=\dimen138
\LT@head=\box62
\LT@firsthead=\box63
\LT@foot=\box64
\LT@lastfoot=\box65
\LT@cols=\count115
\LT@rows=\count116
\c@LT@tables=\count117
\c@LT@chunks=\count118
\LT@p@ftn=\toks19
)
Class scrbook Info: longtable captions redefined on input line 17.

(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrpage2.sty
Package: scrpage2 2010/04/22 v2.5 LaTeX2e KOMA-Script package
LaTeX Info: Redefining \pagemark on input line 176.
)
(/usr/share/texlive/texmf-dist/tex/latex/mdwtools/footnote.sty
Package: footnote 1997/01/28 1.13 Save footnotes around boxes
\fn@notes=\box66
\fn@width=\dimen139
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/verbatim.sty
Package: verbatim 2003/08/22 v1.5q LaTeX2e package for verbatim enhancements
\every@verbatim=\toks20
\verbatim@line=\toks21
\verbatim@in@stream=\read1
)
(/usr/share/texlive/texmf-dist/tex/latex/framed/framed.sty
Package: framed 2011/10/22 v 0.96: framed or shaded text with page breaks
\OuterFrameSep=\skip84
\fb@frw=\dimen140
\fb@frh=\dimen141
\FrameRule=\dimen142
\FrameSep=\dimen143
) (./mdframed.sty
Package: mdframed 2010/12/22  v0.6a: mdframed

(/usr/share/texlive/texmf-dist/tex/latex/etex-pkg/etex.sty
Package: etex 1998/03/26 v2.0 eTeX basic definition package (PEB)
\et@xins=\count119
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/calc.sty
Package: calc 2007/08/22 v4.3 Infix arithmetic (KKT,FJ)
\calc@Acount=\count120
\calc@Bcount=\count121
\calc@Adimen=\dimen144
\calc@Bdimen=\dimen145
\calc@Askip=\skip85
\calc@Bskip=\skip86
LaTeX Info: Redefining \setlength on input line 76.
LaTeX Info: Redefining \addtolength on input line 77.
\calc@Ccount=\count122
\calc@Cskip=\skip87
) (./etoolbox.sty
Package: etoolbox 2011/01/03 v2.1 e-TeX tools for LaTeX
\etb@tempcnta=\count123
)
\md@templength=\skip88
\mdf@skipabove@length=\skip89
\mdf@skipbelow@length=\skip90
\mdf@leftmargin@length=\skip91
\mdf@rightmargin@length=\skip92
\mdf@margin@length=\skip93
\mdf@innerleftmargin@length=\skip94
\mdf@innerrightmargin@length=\skip95
\mdf@innertopmargin@length=\skip96
\mdf@innerbottommargin@length=\skip97
\mdf@splittopskip@length=\skip98
\mdf@splitbottomskip@length=\skip99
\mdf@linewidth@length=\skip100
\mdf@innerlinewidth@length=\skip101
\mdf@middlelinewidth@length=\skip102
\mdf@outerlinewidth@length=\skip103
\mdf@roundcorner@length=\skip104

(./md-frame-0.mdf
File: md-frame-3.mdf 2010/12/22  v0.6a: md-frame-0
)
\md@temp@skip@a=\skip105
\md@verticalmarginwhole@length=\skip106
\mdf@xmargin@length=\skip107
\mdf@ymargin@length=\skip108
\mdfboxheight=\skip109
\mdfboxwidth=\skip110
\mdfboundingboxheight=\skip111
\mdfboundingboxwidth=\skip112
\mdfpositionx=\skip113
\mdfpositiony=\skip114
\md@freevspace@length=\skip115
\md@horizontalspaceofbox=\skip116
\md@temp@frame@hsize=\skip117
\md@temp@frame@vsize=\skip118
)
(/usr/share/texlive/texmf-dist/tex/latex/listings/listings.sty
\lst@mode=\count124
\lst@gtempboxa=\box67
\lst@token=\toks22
\lst@length=\count125
\lst@currlwidth=\dimen146
\lst@column=\count126
\lst@pos=\count127
\lst@lostspace=\dimen147
\lst@width=\dimen148
\lst@newlines=\count128
\lst@lineno=\count129
\lst@maxwidth=\dimen149

(/usr/share/texlive/texmf-dist/tex/latex/listings/lstmisc.sty
File: lstmisc.sty 2007/02/22 1.4 (Carsten Heinz)
\c@lstnumber=\count130
\lst@skipnumbers=\count131
\lst@framebox=\box68
)
(/usr/share/texlive/texmf-dist/tex/latex/listings/listings.cfg
File: listings.cfg 2007/02/22 1.4 listings configuration
))
Package: listings 2007/02/22 1.4 (Carsten Heinz)

(/usr/share/texlive/texmf-dist/tex/latex/lineno/lineno.sty
Package: lineno 2005/11/02 line numbers on paragraphs v4.41
\linenopenalty=\count132
\output=\toks23
\linenoprevgraf=\count133
\linenumbersep=\dimen150
\linenumberwidth=\dimen151
\c@linenumber=\count134
\c@pagewiselinenumber=\count135
\c@LN@truepage=\count136
\c@internallinenumber=\count137
\c@internallinenumbers=\count138
\quotelinenumbersep=\dimen152
\bframerule=\dimen153
\bframesep=\dimen154
\bframebox=\box69
LaTeX Info: Redefining \\ on input line 3056.
)
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsmath.sty
Package: amsmath 2000/07/18 v2.13 AMS math features
\@mathmargin=\skip119

For additional information on amsmath, use the `?' option.
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amstext.sty
Package: amstext 2000/06/29 v2.01

(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsgen.sty
File: amsgen.sty 1999/11/30 v2.0
\@emptytoks=\toks24
\ex@=\dimen155
))
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsbsy.sty
Package: amsbsy 1999/11/29 v1.2d
\pmbraise@=\dimen156
)
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsopn.sty
Package: amsopn 1999/12/14 v2.01 operator names
)
\inf@bad=\count139
LaTeX Info: Redefining \frac on input line 211.
\uproot@=\count140
\leftroot@=\count141
LaTeX Info: Redefining \overline on input line 307.
\classnum@=\count142
\DOTSCASE@=\count143
LaTeX Info: Redefining \ldots on input line 379.
LaTeX Info: Redefining \dots on input line 382.
LaTeX Info: Redefining \cdots on input line 467.
\Mathstrutbox@=\box70
\strutbox@=\box71
\big@size=\dimen157
LaTeX Font Info:    Redeclaring font encoding OML on input line 567.
LaTeX Font Info:    Redeclaring font encoding OMS on input line 568.
\macc@depth=\count144
\c@MaxMatrixCols=\count145
\dotsspace@=\muskip11
\c@parentequation=\count146
\dspbrk@lvl=\count147
\tag@help=\toks25
\row@=\count148
\column@=\count149
\maxfields@=\count150
\andhelp@=\toks26
\eqnshift@=\dimen158
\alignsep@=\dimen159
\tagshift@=\dimen160
\tagwidth@=\dimen161
\totwidth@=\dimen162
\lineht@=\dimen163
\@envbody=\toks27
\multlinegap=\skip120
\multlinetaggap=\skip121
\mathdisplay@stack=\toks28
LaTeX Info: Redefining \[ on input line 2666.
LaTeX Info: Redefining \] on input line 2667.
)
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amssymb.sty
Package: amssymb 2009/06/22 v3.00

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amsfonts.sty
Package: amsfonts 2009/06/22 v3.00 Basic AMSFonts support
\symAMSa=\mathgroup6
\symAMSb=\mathgroup7
LaTeX Font Info:    Overwriting math alphabet `\mathfrak' in version `bold'
(Font)                  U/euf/m/n --> U/euf/b/n on input line 96.
))
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/pifont.sty
Package: pifont 2005/04/12 PSNFSS-v9.2a Pi font support (SPQR) 
LaTeX Font Info:    Try loading font information for U+pzd on input line 63.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/upzd.fd
File: upzd.fd 2001/06/04 font definitions for U/pzd.
)
LaTeX Font Info:    Try loading font information for U+psy on input line 64.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/upsy.fd
File: upsy.fd 2001/06/04 font definitions for U/psy.
))
(/usr/share/texlive/texmf-dist/tex/latex/marvosym/marvosym.sty
Package: marvosym 2011/07/20 v2.2 Martin Vogel's Symbols font definitions
)
(/usr/share/texlive/texmf-dist/tex/latex/fourier/fourier-orns.sty
Package: fourier-orns 2004/01/30 1.1 fourier-ornaments package
)
(/usr/share/texlive/texmf-dist/tex/latex/graphics/graphicx.sty
Package: graphicx 1999/02/16 v1.0f Enhanced LaTeX Graphics (DPC,SPQR)
\Gin@req@height=\dimen164
\Gin@req@width=\dimen165
)
(/usr/share/texlive/texmf-dist/tex/latex/wasysym/wasysym.sty
Package: wasysym 2003/10/30 v2.0 Wasy-2 symbol support package
\symwasy=\mathgroup8
LaTeX Font Info:    Overwriting symbol font `wasy' in version `bold'
(Font)                  U/wasy/m/n --> U/wasy/b/n on input line 90.
)
(/usr/share/texlive/texmf-dist/tex/latex/bbm-macros/bbm.sty
Package: bbm 1999/03/15 V 1.2 provides fonts for set symbols - TH
LaTeX Font Info:    Overwriting math alphabet `\mathbbm' in version `bold'
(Font)                  U/bbm/m/n --> U/bbm/bx/n on input line 33.
LaTeX Font Info:    Overwriting math alphabet `\mathbbmss' in version `bold'
(Font)                  U/bbmss/m/n --> U/bbmss/bx/n on input line 35.
)
(/usr/share/texlive/texmf-dist/tex/latex/skull/skull.sty
Package: skull 2002/01/23 v0.1 (c) Henrik Christian Grove <grove@math.ku.dk>
\symSKULL=\mathgroup9
)
(/usr/share/texmf/tex/latex/tipa/tipa.sty
Package: tipa 2002/08/08 TIPA version 1.1

(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package

(/usr/share/texmf/tex/latex/tipa/t3enc.def
File: t3enc.def 2001/12/31 T3 encoding
LaTeX Font Info:    Try loading font information for T1+phv on input line 357.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/t1phv.fd
File: t1phv.fd 2001/06/04 scalable font definitions for T1/phv.
)
LaTeX Font Info:    Font shape `T1/phv/m/n' will be
(Font)              scaled to size 10.07397pt on input line 357.
)
(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.def
File: t1enc.def 2005/09/27 v1.99g Standard LaTeX file
LaTeX Font Info:    Redeclaring font encoding T1 on input line 43.
)))
(/usr/share/texlive/texmf-dist/tex/latex/fancyvrb/fancyvrb.sty
Package: fancyvrb 2008/02/07

Style option: `fancyvrb' v2.7a, with DG/SPQR fixes, and firstline=lastline fix 
<2008/02/07> (tvz)
\FV@CodeLineNo=\count151
\FV@InFile=\read2
\FV@TabBox=\box72
\c@FancyVerbLine=\count152
\FV@StepNumber=\count153
\FV@OutFile=\write3
) (/usr/share/texlive/texmf-dist/tex/latex/bbding/bbding.sty
Package: bbding 1999/04/15 v1.01 Dingbats symbols
) (/usr/share/texmf/tex/latex/xcolor/xcolor.sty
Package: xcolor 2007/01/21 v2.11 LaTeX color extensions (UK)

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/color.cfg
File: color.cfg 2007/01/18 v1.5 color configuration of teTeX/TeXLive
)
Package xcolor Info: Driver file: pdftex.def on input line 225.

(/usr/share/texlive/texmf-dist/tex/latex/colortbl/colortbl.sty
Package: colortbl 2012/02/13 v1.0a Color table columns (DPC)
\everycr=\toks29
\minrowclearance=\skip122
)
LaTeX Info: Redefining \color on input line 702.
\rownum=\count154
Package xcolor Info: Model `cmy' substituted by `cmy0' on input line 1337.
Package xcolor Info: Model `hsb' substituted by `rgb' on input line 1341.
Package xcolor Info: Model `RGB' extended on input line 1353.
Package xcolor Info: Model `HTML' substituted by `rgb' on input line 1355.
Package xcolor Info: Model `Hsb' substituted by `hsb' on input line 1356.
Package xcolor Info: Model `tHsb' substituted by `hsb' on input line 1357.
Package xcolor Info: Model `HSB' substituted by `hsb' on input line 1358.
Package xcolor Info: Model `Gray' substituted by `gray' on input line 1359.
Package xcolor Info: Model `wave' substituted by `hsb' on input line 1360.
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/microtype.sty
Package: microtype 2010/01/10 v2.4 Micro-typography with pdfTeX (RS)
\MT@toks=\toks30
\MT@count=\count155
LaTeX Info: Redefining \lsstyle on input line 1597.
LaTeX Info: Redefining \lslig on input line 1597.
\MT@outer@space=\skip123
LaTeX Info: Redefining \textls on input line 1605.
\MT@outer@kern=\dimen166
LaTeX Info: Redefining \textmicrotypecontext on input line 2156.
Package microtype Info: Loading configuration file microtype.cfg.

(/usr/share/texlive/texmf-dist/tex/latex/microtype/microtype.cfg
File: microtype.cfg 2010/01/10 v2.4 microtype main configuration file (RS)
))
(/usr/share/texlive/texmf-dist/tex/latex/graphics/lscape.sty
Package: lscape 2000/10/22 v3.01 Landscape Pages (DPC)
)
(/usr/share/texlive/texmf-dist/tex/latex/amscls/amsthm.sty
Package: amsthm 2009/07/02 v2.20.1
\thm@style=\toks31
\thm@bodyfont=\toks32
\thm@headfont=\toks33
\thm@notefont=\toks34
\thm@headpunct=\toks35
\thm@preskip=\skip124
\thm@postskip=\skip125
\thm@headsep=\skip126
\dth@everypar=\toks36
))
(../headers/defaultcolors.tex) (../headers/hyphenation.tex)
(../headers/commands.tex
\fnwidth=\skip127
\mylength=\skip128
\myhight=\skip129
\myshadingheight=\skip130
) (/usr/share/texmf/tex/latex/cm-super/type1ec.sty
Package: type1ec 2002/09/07 v1.1 Type1 EC font definitions (for CM-Super fonts)


(/usr/share/texlive/texmf-dist/tex/latex/base/t1cmr.fd
File: t1cmr.fd 1999/05/25 v2.5h Standard LaTeX font definitions
))
(/usr/share/texmf/tex/latex/CJK/CJKutf8.sty
Package: CJKutf8 2012/05/07 4.8.3

(/usr/share/texlive/texmf-dist/tex/latex/base/inputenc.sty
Package: inputenc 2008/03/30 v1.1d Input encoding file
\inpenc@prehook=\toks37
\inpenc@posthook=\toks38

(/usr/share/texlive/texmf-dist/tex/latex/base/utf8.def
File: utf8.def 2008/04/05 v1.1m UTF-8 support for inputenc
Now handling font encoding OML ...
... no UTF-8 mapping file for font encoding OML
Now handling font encoding T1 ...
... processing UTF-8 mapping file for font encoding T1

(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.dfu
File: t1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A1 (decimal 161)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00AB (decimal 171)
   defining Unicode char U+00BB (decimal 187)
   defining Unicode char U+00BF (decimal 191)
   defining Unicode char U+00C0 (decimal 192)
   defining Unicode char U+00C1 (decimal 193)
   defining Unicode char U+00C2 (decimal 194)
   defining Unicode char U+00C3 (decimal 195)
   defining Unicode char U+00C4 (decimal 196)
   defining Unicode char U+00C5 (decimal 197)
   defining Unicode char U+00C6 (decimal 198)
   defining Unicode char U+00C7 (decimal 199)
   defining Unicode char U+00C8 (decimal 200)
   defining Unicode char U+00C9 (decimal 201)
   defining Unicode char U+00CA (decimal 202)
   defining Unicode char U+00CB (decimal 203)
   defining Unicode char U+00CC (decimal 204)
   defining Unicode char U+00CD (decimal 205)
   defining Unicode char U+00CE (decimal 206)
   defining Unicode char U+00CF (decimal 207)
   defining Unicode char U+00D0 (decimal 208)
   defining Unicode char U+00D1 (decimal 209)
   defining Unicode char U+00D2 (decimal 210)
   defining Unicode char U+00D3 (decimal 211)
   defining Unicode char U+00D4 (decimal 212)
   defining Unicode char U+00D5 (decimal 213)
   defining Unicode char U+00D6 (decimal 214)
   defining Unicode char U+00D8 (decimal 216)
   defining Unicode char U+00D9 (decimal 217)
   defining Unicode char U+00DA (decimal 218)
   defining Unicode char U+00DB (decimal 219)
   defining Unicode char U+00DC (decimal 220)
   defining Unicode char U+00DD (decimal 221)
   defining Unicode char U+00DE (decimal 222)
   defining Unicode char U+00DF (decimal 223)
   defining Unicode char U+00E0 (decimal 224)
   defining Unicode char U+00E1 (decimal 225)
   defining Unicode char U+00E2 (decimal 226)
   defining Unicode char U+00E3 (decimal 227)
   defining Unicode char U+00E4 (decimal 228)
   defining Unicode char U+00E5 (decimal 229)
   defining Unicode char U+00E6 (decimal 230)
   defining Unicode char U+00E7 (decimal 231)
   defining Unicode char U+00E8 (decimal 232)
   defining Unicode char U+00E9 (decimal 233)
   defining Unicode char U+00EA (decimal 234)
   defining Unicode char U+00EB (decimal 235)
   defining Unicode char U+00EC (decimal 236)
   defining Unicode char U+00ED (decimal 237)
   defining Unicode char U+00EE (decimal 238)
   defining Unicode char U+00EF (decimal 239)
   defining Unicode char U+00F0 (decimal 240)
   defining Unicode char U+00F1 (decimal 241)
   defining Unicode char U+00F2 (decimal 242)
   defining Unicode char U+00F3 (decimal 243)
   defining Unicode char U+00F4 (decimal 244)
   defining Unicode char U+00F5 (decimal 245)
   defining Unicode char U+00F6 (decimal 246)
   defining Unicode char U+00F8 (decimal 248)
   defining Unicode char U+00F9 (decimal 249)
   defining Unicode char U+00FA (decimal 250)
   defining Unicode char U+00FB (decimal 251)
   defining Unicode char U+00FC (decimal 252)
   defining Unicode char U+00FD (decimal 253)
   defining Unicode char U+00FE (decimal 254)
   defining Unicode char U+00FF (decimal 255)
   defining Unicode char U+0102 (decimal 258)
   defining Unicode char U+0103 (decimal 259)
   defining Unicode char U+0104 (decimal 260)
   defining Unicode char U+0105 (decimal 261)
   defining Unicode char U+0106 (decimal 262)
   defining Unicode char U+0107 (decimal 263)
   defining Unicode char U+010C (decimal 268)
   defining Unicode char U+010D (decimal 269)
   defining Unicode char U+010E (decimal 270)
   defining Unicode char U+010F (decimal 271)
   defining Unicode char U+0110 (decimal 272)
   defining Unicode char U+0111 (decimal 273)
   defining Unicode char U+0118 (decimal 280)
   defining Unicode char U+0119 (decimal 281)
   defining Unicode char U+011A (decimal 282)
   defining Unicode char U+011B (decimal 283)
   defining Unicode char U+011E (decimal 286)
   defining Unicode char U+011F (decimal 287)
   defining Unicode char U+0130 (decimal 304)
   defining Unicode char U+0131 (decimal 305)
   defining Unicode char U+0132 (decimal 306)
   defining Unicode char U+0133 (decimal 307)
   defining Unicode char U+0139 (decimal 313)
   defining Unicode char U+013A (decimal 314)
   defining Unicode char U+013D (decimal 317)
   defining Unicode char U+013E (decimal 318)
   defining Unicode char U+0141 (decimal 321)
   defining Unicode char U+0142 (decimal 322)
   defining Unicode char U+0143 (decimal 323)
   defining Unicode char U+0144 (decimal 324)
   defining Unicode char U+0147 (decimal 327)
   defining Unicode char U+0148 (decimal 328)
   defining Unicode char U+014A (decimal 330)
   defining Unicode char U+014B (decimal 331)
   defining Unicode char U+0150 (decimal 336)
   defining Unicode char U+0151 (decimal 337)
   defining Unicode char U+0152 (decimal 338)
   defining Unicode char U+0153 (decimal 339)
   defining Unicode char U+0154 (decimal 340)
   defining Unicode char U+0155 (decimal 341)
   defining Unicode char U+0158 (decimal 344)
   defining Unicode char U+0159 (decimal 345)
   defining Unicode char U+015A (decimal 346)
   defining Unicode char U+015B (decimal 347)
   defining Unicode char U+015E (decimal 350)
   defining Unicode char U+015F (decimal 351)
   defining Unicode char U+0160 (decimal 352)
   defining Unicode char U+0161 (decimal 353)
   defining Unicode char U+0162 (decimal 354)
   defining Unicode char U+0163 (decimal 355)
   defining Unicode char U+0164 (decimal 356)
   defining Unicode char U+0165 (decimal 357)
   defining Unicode char U+016E (decimal 366)
   defining Unicode char U+016F (decimal 367)
   defining Unicode char U+0170 (decimal 368)
   defining Unicode char U+0171 (decimal 369)
   defining Unicode char U+0178 (decimal 376)
   defining Unicode char U+0179 (decimal 377)
   defining Unicode char U+017A (decimal 378)
   defining Unicode char U+017B (decimal 379)
   defining Unicode char U+017C (decimal 380)
   defining Unicode char U+017D (decimal 381)
   defining Unicode char U+017E (decimal 382)
   defining Unicode char U+200C (decimal 8204)
   defining Unicode char U+2013 (decimal 8211)
   defining Unicode char U+2014 (decimal 8212)
   defining Unicode char U+2018 (decimal 8216)
   defining Unicode char U+2019 (decimal 8217)
   defining Unicode char U+201A (decimal 8218)
   defining Unicode char U+201C (decimal 8220)
   defining Unicode char U+201D (decimal 8221)
   defining Unicode char U+201E (decimal 8222)
   defining Unicode char U+2030 (decimal 8240)
   defining Unicode char U+2031 (decimal 8241)
   defining Unicode char U+2039 (decimal 8249)
   defining Unicode char U+203A (decimal 8250)
   defining Unicode char U+2423 (decimal 9251)
)
Now handling font encoding OT1 ...
... processing UTF-8 mapping file for font encoding OT1

(/usr/share/texlive/texmf-dist/tex/latex/base/ot1enc.dfu
File: ot1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A1 (decimal 161)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00B8 (decimal 184)
   defining Unicode char U+00BF (decimal 191)
   defining Unicode char U+00C5 (decimal 197)
   defining Unicode char U+00C6 (decimal 198)
   defining Unicode char U+00D8 (decimal 216)
   defining Unicode char U+00DF (decimal 223)
   defining Unicode char U+00E6 (decimal 230)
   defining Unicode char U+00EC (decimal 236)
   defining Unicode char U+00ED (decimal 237)
   defining Unicode char U+00EE (decimal 238)
   defining Unicode char U+00EF (decimal 239)
   defining Unicode char U+00F8 (decimal 248)
   defining Unicode char U+0131 (decimal 305)
   defining Unicode char U+0141 (decimal 321)
   defining Unicode char U+0142 (decimal 322)
   defining Unicode char U+0152 (decimal 338)
   defining Unicode char U+0153 (decimal 339)
   defining Unicode char U+2013 (decimal 8211)
   defining Unicode char U+2014 (decimal 8212)
   defining Unicode char U+2018 (decimal 8216)
   defining Unicode char U+2019 (decimal 8217)
   defining Unicode char U+201C (decimal 8220)
   defining Unicode char U+201D (decimal 8221)
)
Now handling font encoding OMS ...
... processing UTF-8 mapping file for font encoding OMS

(/usr/share/texlive/texmf-dist/tex/latex/base/omsenc.dfu
File: omsenc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A7 (decimal 167)
   defining Unicode char U+00B6 (decimal 182)
   defining Unicode char U+00B7 (decimal 183)
   defining Unicode char U+2020 (decimal 8224)
   defining Unicode char U+2021 (decimal 8225)
   defining Unicode char U+2022 (decimal 8226)
)
Now handling font encoding OMX ...
... no UTF-8 mapping file for font encoding OMX
Now handling font encoding U ...
... no UTF-8 mapping file for font encoding U
Now handling font encoding TS1 ...
... processing UTF-8 mapping file for font encoding TS1

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1enc.dfu
File: ts1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A2 (decimal 162)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00A4 (decimal 164)
   defining Unicode char U+00A5 (decimal 165)
   defining Unicode char U+00A6 (decimal 166)
   defining Unicode char U+00A7 (decimal 167)
   defining Unicode char U+00A8 (decimal 168)
   defining Unicode char U+00A9 (decimal 169)
   defining Unicode char U+00AA (decimal 170)
   defining Unicode char U+00AC (decimal 172)
   defining Unicode char U+00AE (decimal 174)
   defining Unicode char U+00AF (decimal 175)
   defining Unicode char U+00B0 (decimal 176)
   defining Unicode char U+00B1 (decimal 177)
   defining Unicode char U+00B2 (decimal 178)
   defining Unicode char U+00B3 (decimal 179)
   defining Unicode char U+00B4 (decimal 180)
   defining Unicode char U+00B5 (decimal 181)
   defining Unicode char U+00B6 (decimal 182)
   defining Unicode char U+00B7 (decimal 183)
   defining Unicode char U+00B9 (decimal 185)
   defining Unicode char U+00BA (decimal 186)
   defining Unicode char U+00BC (decimal 188)
   defining Unicode char U+00BD (decimal 189)
   defining Unicode char U+00BE (decimal 190)
   defining Unicode char U+00D7 (decimal 215)
   defining Unicode char U+00F7 (decimal 247)
   defining Unicode char U+0192 (decimal 402)
   defining Unicode char U+02C7 (decimal 711)
   defining Unicode char U+02D8 (decimal 728)
   defining Unicode char U+02DD (decimal 733)
   defining Unicode char U+0E3F (decimal 3647)
   defining Unicode char U+2016 (decimal 8214)
   defining Unicode char U+2020 (decimal 8224)
   defining Unicode char U+2021 (decimal 8225)
   defining Unicode char U+2022 (decimal 8226)
   defining Unicode char U+2030 (decimal 8240)
   defining Unicode char U+2031 (decimal 8241)
   defining Unicode char U+203B (decimal 8251)
   defining Unicode char U+203D (decimal 8253)
   defining Unicode char U+2044 (decimal 8260)
   defining Unicode char U+204E (decimal 8270)
   defining Unicode char U+2052 (decimal 8274)
   defining Unicode char U+20A1 (decimal 8353)
   defining Unicode char U+20A4 (decimal 8356)
   defining Unicode char U+20A6 (decimal 8358)
   defining Unicode char U+20A9 (decimal 8361)
   defining Unicode char U+20AB (decimal 8363)
   defining Unicode char U+20AC (decimal 8364)
   defining Unicode char U+20B1 (decimal 8369)
   defining Unicode char U+2103 (decimal 8451)
   defining Unicode char U+2116 (decimal 8470)
   defining Unicode char U+2117 (decimal 8471)
   defining Unicode char U+211E (decimal 8478)
   defining Unicode char U+2120 (decimal 8480)
   defining Unicode char U+2122 (decimal 8482)
   defining Unicode char U+2126 (decimal 8486)
   defining Unicode char U+2127 (decimal 8487)
   defining Unicode char U+212E (decimal 8494)
   defining Unicode char U+2190 (decimal 8592)
   defining Unicode char U+2191 (decimal 8593)
   defining Unicode char U+2192 (decimal 8594)
   defining Unicode char U+2193 (decimal 8595)
   defining Unicode char U+2329 (decimal 9001)
   defining Unicode char U+232A (decimal 9002)
   defining Unicode char U+2422 (decimal 9250)
   defining Unicode char U+25E6 (decimal 9702)
   defining Unicode char U+25EF (decimal 9711)
   defining Unicode char U+266A (decimal 9834)
)
Now handling font encoding PD1 ...
... no UTF-8 mapping file for font encoding PD1
Now handling font encoding PU ...
... no UTF-8 mapping file for font encoding PU
Now handling font encoding T3 ...
... no UTF-8 mapping file for font encoding T3
   defining Unicode char U+00A9 (decimal 169)
   defining Unicode char U+00AA (decimal 170)
   defining Unicode char U+00AE (decimal 174)
   defining Unicode char U+00BA (decimal 186)
   defining Unicode char U+02C6 (decimal 710)
   defining Unicode char U+02DC (decimal 732)
   defining Unicode char U+200C (decimal 8204)
   defining Unicode char U+2026 (decimal 8230)
   defining Unicode char U+2122 (decimal 8482)
   defining Unicode char U+2423 (decimal 9251)
))
(/usr/share/texmf/tex/latex/CJK/CJK.sty
Package: CJK 2012/05/07 4.8.3

(/usr/share/texmf/tex/latex/CJK/mule/MULEenc.sty
Package: MULEenc 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/CJK.enc
File: CJK.enc 2012/05/07 4.8.3
Now handling font encoding C00 ...
... no UTF-8 mapping file for font encoding C00
Now handling font encoding C05 ...
... no UTF-8 mapping file for font encoding C05
Now handling font encoding C09 ...
... no UTF-8 mapping file for font encoding C09
Now handling font encoding C10 ...
... no UTF-8 mapping file for font encoding C10
Now handling font encoding C20 ...
... no UTF-8 mapping file for font encoding C20
Now handling font encoding C19 ...
... no UTF-8 mapping file for font encoding C19
Now handling font encoding C40 ...
... no UTF-8 mapping file for font encoding C40
Now handling font encoding C42 ...
... no UTF-8 mapping file for font encoding C42
Now handling font encoding C43 ...
... no UTF-8 mapping file for font encoding C43
Now handling font encoding C50 ...
... no UTF-8 mapping file for font encoding C50
Now handling font encoding C52 ...
... no UTF-8 mapping file for font encoding C52
Now handling font encoding C49 ...
... no UTF-8 mapping file for font encoding C49
Now handling font encoding C60 ...
... no UTF-8 mapping file for font encoding C60
Now handling font encoding C61 ...
... no UTF-8 mapping file for font encoding C61
Now handling font encoding C63 ...
... no UTF-8 mapping file for font encoding C63
Now handling font encoding C64 ...
... no UTF-8 mapping file for font encoding C64
Now handling font encoding C65 ...
... no UTF-8 mapping file for font encoding C65
Now handling font encoding C70 ...
... no UTF-8 mapping file for font encoding C70
Now handling font encoding C31 ...
... no UTF-8 mapping file for font encoding C31
Now handling font encoding C32 ...
... no UTF-8 mapping file for font encoding C32
Now handling font encoding C33 ...
... no UTF-8 mapping file for font encoding C33
Now handling font encoding C34 ...
... no UTF-8 mapping file for font encoding C34
Now handling font encoding C35 ...
... no UTF-8 mapping file for font encoding C35
Now handling font encoding C36 ...
... no UTF-8 mapping file for font encoding C36
Now handling font encoding C37 ...
... no UTF-8 mapping file for font encoding C37
Now handling font encoding C80 ...
... no UTF-8 mapping file for font encoding C80
Now handling font encoding C81 ...
... no UTF-8 mapping file for font encoding C81
Now handling font encoding C01 ...
... no UTF-8 mapping file for font encoding C01
Now handling font encoding C11 ...
... no UTF-8 mapping file for font encoding C11
Now handling font encoding C21 ...
... no UTF-8 mapping file for font encoding C21
Now handling font encoding C41 ...
... no UTF-8 mapping file for font encoding C41
Now handling font encoding C62 ...
... no UTF-8 mapping file for font encoding C62
)
LaTeX Info: Redefining \selectfont on input line 755.
\CJK@indent=\box73
)
(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package
))
(/usr/share/texmf/tex/latex/CJK/ruby.sty
Package: ruby 2012/05/07 4.8.3
\ruby@width=\dimen167
)
(/usr/share/texmf/tex/latex/CJK/CJKulem.sty
Package: CJKulem 2012/05/07 4.8.3
\UL@lastkern=\dimen168
\CJK@skip=\skip131
) (../headers/title.tex)
(../headers/options.tex
LaTeX Font Info:    Try loading font information for T1+ptm on input line 13.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/t1ptm.fd
File: t1ptm.fd 2001/06/04 font definitions for T1/ptm.
)

Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 18%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 13
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 433.35742pt
(typearea)              DIV departure   = -18%
(typearea)              \evensidemargin = 14.40149pt
(typearea)              \oddsidemargin  = 5.20905pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 650.20029pt
(typearea)              \topmargin      = -44.6664pt
(typearea)              \headheight     = 17.0pt
(typearea)              \headsep        = 20.40001pt
(typearea)              \topskip        = 11.0pt
(typearea)              \footskip       = 47.60002pt
(typearea)              \baselineskip   = 13.6pt
(typearea)              on input line 13.
) (../headers/formattings.tex
Package hyperref Info: Option `breaklinks' set `true' on input line 17.
Package hyperref Info: Option `colorlinks' set `false' on input line 17.
Package hyperref Info: Option `bookmarksopen' set `true' on input line 17.
Package hyperref Info: Option `bookmarksnumbered' set `true' on input line 17.
Package hyperref Info: Option `frenchlinks' set `false' on input line 17.
) (../headers/unicodes.tex)
(../headers/templates.tex
\wbtemplengtha=\skip132
\wbtemplengthb=\skip133
\wbtemplengthc=\skip134
\wbtemplengthd=\skip135
\wbtemplengthe=\skip136
\wbtempcounta=\count156
\wbtempcountb=\count157
\wbtempcountc=\count158


! LaTeX Error: Command \PDFLink already defined.
               Or name \end... illegal, see p.192 of the manual.

See the LaTeX manual or LaTeX Companion for explanation.
Type  H <return>  for immediate help.
 ...                                              
                                                  
l.581 \newcommand{\PDFLink}[1]{#1 PDF}
                                      
Your command was ignored.
Type  I <command> <return>  to replace it with another command,
or  <return>  to continue without it.

\c@satz=\count159
\c@beweis=\count160
\c@beispiel=\count161
\c@mydef=\count162
) (../headers/templates-dirk.tex) (../headers/templates-chemie.tex)
(/usr/share/texmf/tex/latex/lm/lmodern.sty
Package: lmodern 2009/10/30 v1.6 Latin Modern Fonts
LaTeX Font Info:    Overwriting symbol font `operators' in version `normal'
(Font)                  OT1/ztmcm/m/n --> OT1/lmr/m/n on input line 22.
LaTeX Font Info:    Overwriting symbol font `letters' in version `normal'
(Font)                  OML/ztmcm/m/it --> OML/lmm/m/it on input line 23.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `normal'
(Font)                  OMS/ztmcm/m/n --> OMS/lmsy/m/n on input line 24.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `normal'
(Font)                  OMX/ztmcm/m/n --> OMX/lmex/m/n on input line 25.
LaTeX Font Info:    Overwriting symbol font `operators' in version `bold'
(Font)                  OT1/ztmcm/m/n --> OT1/lmr/bx/n on input line 26.
LaTeX Font Info:    Overwriting symbol font `letters' in version `bold'
(Font)                  OML/ztmcm/m/it --> OML/lmm/b/it on input line 27.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `bold'
(Font)                  OMS/ztmcm/m/n --> OMS/lmsy/b/n on input line 28.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `bold'
(Font)                  OMX/ztmcm/m/n --> OMX/lmex/m/n on input line 29.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `normal'
(Font)                  OT1/ptm/bx/n --> OT1/lmr/bx/n on input line 31.
LaTeX Font Info:    Overwriting math alphabet `\mathsf' in version `normal'
(Font)                  OT1/cmss/m/n --> OT1/lmss/m/n on input line 32.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `normal'
(Font)                  OT1/ptm/m/it --> OT1/lmr/m/it on input line 33.
LaTeX Font Info:    Overwriting math alphabet `\mathtt' in version `normal'
(Font)                  OT1/cmtt/m/n --> OT1/lmtt/m/n on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `bold'
(Font)                  OT1/ptm/bx/n --> OT1/lmr/bx/n on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathsf' in version `bold'
(Font)                  OT1/cmss/bx/n --> OT1/lmss/bx/n on input line 36.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `bold'
(Font)                  OT1/ptm/m/it --> OT1/lmr/bx/it on input line 37.
LaTeX Font Info:    Overwriting math alphabet `\mathtt' in version `bold'
(Font)                  OT1/cmtt/m/n --> OT1/lmtt/m/n on input line 38.
) (./main.aux)
\openout1 = `main.aux'.

LaTeX Font Info:    Checking defaults for OML/cmm/m/it on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for T1/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OT1/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OMS/cmsy/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OMX/cmex/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for U/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for TS1/cmr/m/n on input line 23.
LaTeX Font Info:    Try loading font information for TS1+cmr on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1cmr.fd
File: ts1cmr.fd 1999/05/25 v2.5h Standard LaTeX font definitions
)
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for PD1/pdf/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for PU/pdf/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for T3/cmr/m/n on input line 23.
LaTeX Font Info:    Try loading font information for T3+cmr on input line 23.

(/usr/share/texmf/tex/latex/tipa/t3cmr.fd
File: t3cmr.fd 2001/12/31 TIPA font definitions
)
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C00/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C05/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C09/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C10/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C20/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C19/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C40/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C42/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C43/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C50/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C52/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C49/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C60/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C61/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C63/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C64/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C65/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C70/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C31/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C32/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C33/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C34/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C35/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C36/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C37/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C80/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C81/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C01/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C11/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C21/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C41/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C62/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Try loading font information for T1+lmr on input line 23.

(/usr/share/texmf/tex/latex/lm/t1lmr.fd
File: t1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
(/usr/share/texlive/texmf-dist/tex/context/base/supp-pdf.mkii
[Loading MPS to PDF converter (version 2006.09.02).]
\scratchcounter=\count163
\scratchdimen=\dimen169
\scratchbox=\box74
\nofMPsegments=\count164
\nofMParguments=\count165
\everyMPshowfont=\toks39
\MPscratchCnt=\count166
\MPscratchDim=\dimen170
\MPnumerator=\count167
\makeMPintoPDFobject=\count168
\everyMPtoPDFconversion=\toks40
)
\AtBeginShipoutBox=\box75
Package hyperref Info: Link coloring OFF on input line 23.
 (/usr/share/texlive/texmf-dist/tex/latex/hyperref/nameref.sty
Package: nameref 2010/04/30 v2.40 Cross-referencing by name of section

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/gettitlestring.sty
Package: gettitlestring 2010/12/03 v1.4 Cleanup title references (HO)
)
\c@section@level=\count169
)
LaTeX Info: Redefining \ref on input line 23.
LaTeX Info: Redefining \pageref on input line 23.
LaTeX Info: Redefining \nameref on input line 23.

(./main.out) (./main.out)
\@outlinefile=\write4
\openout4 = `main.out'.

LaTeX Font Info:    Try loading font information for T1+lmss on input line 23.
 (/usr/share/texmf/tex/latex/lm/t1lmss.fd
File: t1lmss.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
Package tocstyle Info: prepare \l@part for redefinition on input line 23.
Package tocstyle Info: prepare \l@chapter for redefinition on input line 23.
Package tocstyle Info: prepare \l@section for redefinition on input line 23.
LaTeX Font Info:    Try loading font information for OT1+lmr on input line 23.

(/usr/share/texmf/tex/latex/lm/ot1lmr.fd
File: ot1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OML+lmm on input line 23.

(/usr/share/texmf/tex/latex/lm/omllmm.fd
File: omllmm.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OMS+lmsy on input line 23.


(/usr/share/texmf/tex/latex/lm/omslmsy.fd
File: omslmsy.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OMX+lmex on input line 23.


(/usr/share/texmf/tex/latex/lm/omxlmex.fd
File: omxlmex.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <10.95> on input line 23.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <8> on input line 23.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <6> on input line 23.
LaTeX Font Info:    Try loading font information for OT1+ptm on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/ot1ptm.fd
File: ot1ptm.fd 2001/06/04 font definitions for OT1/ptm.
)
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <10.95> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <8> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <6> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Try loading font information for U+msa on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsa.fd
File: umsa.fd 2009/06/22 v3.00 AMS symbols A
)
LaTeX Font Info:    Try loading font information for U+msb on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsb.fd
File: umsb.fd 2009/06/22 v3.00 AMS symbols B
)
LaTeX Font Info:    Try loading font information for U+wasy on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/wasysym/uwasy.fd
File: uwasy.fd 2003/10/30 v2.0 Wasy-2 symbol font definitions
)
Package tocstyle Info: prepare \l@subsection for redefinition on input line 23.

Package tocstyle Info: prepare \l@table for redefinition on input line 23.
Package tocstyle Info: prepare \l@figure for redefinition on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/epstopdf-base.sty
Package: epstopdf-base 2010/02/09 v2.5 Base part for package epstopdf

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/grfext.sty
Package: grfext 2010/08/19 v1.1 Manage graphics extensions (HO)
)
Package grfext Info: Graphics extension search list:
(grfext)             [.png,.pdf,.jpg,.mps,.jpeg,.jbig2,.jb2,.PNG,.PDF,.JPG,.JPE
G,.JBIG2,.JB2,.eps]
(grfext)             \AppendGraphicsExtensions on input line 452.

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/epstopdf-sys.cfg
File: epstopdf-sys.cfg 2010/07/13 v1.3 Configuration of (r)epstopdf for TeX Liv
e
))

Class scrbook Warning: discard change of \selectfont.

ABD: EverySelectfont initializing macros

LaTeX Warning: Command \selectfont   has changed.
               Check if current package is valid.

LaTeX Info: Redefining \selectfont on input line 23.
\c@lstlisting=\count170
LaTeX Info: Redefining \microtypecontext on input line 23.
Package microtype Info: Generating PDF output.
Package microtype Info: Character protrusion enabled (level 2).
Package microtype Info: Using default protrusion set `alltext'.
Package microtype Info: Automatic font expansion enabled (level 2),
(microtype)             stretch: 20, shrink: 20, step: 1, non-selected.
Package microtype Info: Using default expansion set `basictext'.
Package microtype Info: No tracking.
Package microtype Info: No adjustment of interword spacing.
Package microtype Info: No adjustment of character kerning.
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-cmr.cfg
File: mt-cmr.cfg 2009/11/09 v2.0 microtype config. file: Computer Modern Roman 
(RS)
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.bdg
File: UTF8.bdg 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.enc
File: UTF8.enc 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.chr
File: UTF8.chr 2012/05/07 4.8.3
)
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <14.4> on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <14.4> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-ptm.cfg
File: mt-ptm.cfg 2006/04/20 v1.7 microtype config. file: Times (RS)
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-msa.cfg
File: mt-msa.cfg 2006/02/04 v1.1 microtype config. file: AMS symbols (a) (RS)
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-msb.cfg
File: mt-msb.cfg 2005/06/01 v1.0 microtype config. file: AMS symbols (b) (RS)
)

LaTeX Warning: No \author given.
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{/var/lib/texmf/fonts/map/pdftex/updmap/pdftex.map}]
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <10> on input line 34.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <7.4> on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <10> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <7.4> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
LaTeX Font Info:    Try loading font information for T1+lmtt on input line 34.

(/usr/share/texmf/tex/latex/lm/t1lmtt.fd
File: t1lmtt.fd 2009/10/30 v1.6 Font defs for Latin Modern
) [2

]
Package tocbasic Info: character protrusion at toc deactivated on input line 37
.
 (./main.toc
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
LaTeX Font Info:    Try loading font information for TS1+lmr on input line 23.
(/usr/share/texmf/tex/latex/lm/ts1lmr.fd
File: ts1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
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number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 12.59247pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  12.59247pt
text indent calculated (toc, 1): 19.46661pt
number indent calculated (toc, 1): 18.8887pt
)
\tf@toc=\write5
\openout5 = `main.toc'.
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]
Chapter 1.

Class scrbook Warning: \float@addtolists detected!
(scrbook)              You should use the features of package `tocbasic'
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! Undefined control sequence.
l.993 \item{} \begin{equation*} \intd
                                     ^3r_B\left|\langle t_B,\mathbf{r}_B|t_A...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.993 ...B|t_A,\mathbf{r}_A\rangle\right|^2= \intd
                                                  ^3r_B\left|\int\mathcal{DC...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

[40] [41] [42] [43] [44] [45]
Underfull \hbox (badness 10000) in paragraph at lines 1188--1188
[][]$\T1/lmtt/m/n/9 http : / / en . wikibooks . org / wiki / This _ quantum _ w
orld / Feynman _ route / From _ quantum _ to _
 []


Underfull \hbox (badness 10000) in paragraph at lines 1209--1209
[][]$\T1/lmtt/m/n/9 http : / / en . wikibooks . org / wiki / This _ quantum _ w
orld / Appendix / Relativity / Lorentz # The _
 []


Underfull \hbox (badness 10000) in paragraph at lines 1223--1223
[][]$\T1/lmtt/m/n/9 http : / / en . wikibooks . org / wiki / This _ quantum _ w
orld / Feynman _ route / From _ quantum _ to _
 []
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! Undefined control sequence.
l.1437 ...egin{equation*} \psi(t,\mathbf{r})=\intd
                                                  ^3r'\,\langle t,\mathbf{r}...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

[51]
! Undefined control sequence.
l.1451 ...} \psi(t{+}\epsilon,x)=\mathcal{A}\intdx
                                                  '\,e^{im(x{-}x')^2/2\hbar\...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1458 ...on*} \psi(t+\epsilon,x)=\mathcal{A}\intd
                                                  \eta\,e^{im\eta^2/2\hbar\e...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1479 \item{} \begin{equation*} I_1=\intd
                                          \eta\, e^{im\eta^2/2\hbar\epsilon}...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1479 ...im\eta^2/2\hbar\epsilon},\quad I_2=\intd
                                                  \eta\, e^{im\eta^2/2\hbar\...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1479 ...ta^2/2\hbar\epsilon}\eta,\quad I_3=\intd
                                                  \eta\, e^{im\eta^2/2\hbar\...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

[52] [53] [54
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! Undefined control sequence.
l.1785 \item{} {$ \intdx
                        \,\psi^*x\psi=\intdx\,(A\psi_1e^{i\omega_1t}+B\psi_2...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1785 \item{} {$ \intdx\,\psi^*x\psi=\intdx
                                            \,(A\psi_1e^{i\omega_1t}+B\psi_2...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1789 \item{} \begin{equation*}=A^2\intdx
                                          \,\psi_1^2\,x+B^2\intdx\,\psi_2^2\...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1789 ...ation*}=A^2\intdx\,\psi_1^2\,x+B^2\intdx
                                                  \,\psi_2^2\,x+AB(e^{i(\ome...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1789 ...ga_2)t}+e^{i(\omega_2-\omega_1)t})\intdx
                                                  \,\psi_1x\psi_2. \end{equa...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1798 ...quation*} 2AB\cos(\Delta\omega\,t)\intdx
                                                  \,\psi_1x\psi_2, \end{equa...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.

! Undefined control sequence.
l.1801 ...a_2-\omega_1$} and amplitude {$2AB\intdx
                                                  \,\psi_1x\psi_2$} about th...
The control sequence at the end of the top line
of your error message was never \def'ed. If you have
misspelled it (e.g., `\hobx'), type `I' and the correct
spelling (e.g., `I\hbox'). Otherwise just continue,
and I'll forget about whatever was undefined.
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Package pdftex.def Info: ../images/50.png used on input line 1904.
(pdftex.def)             Requested size: 216.68011pt x 271.6992pt.
 <../images/51.png, id=1000, 329.23pt x 412.54124pt>
File: ../images/51.png Graphic file (type png)

<use ../images/51.png>
Package pdftex.def Info: ../images/51.png used on input line 1914.
(pdftex.def)             Requested size: 216.6846pt x 271.51639pt.
 <../images/52.png, id=1001, 320.19624pt x 406.51875pt>
File: ../images/52.png Graphic file (type png)

<use ../images/52.png>
Package pdftex.def Info: ../images/52.png used on input line 1924.
(pdftex.def)             Requested size: 216.68011pt x 275.09544pt.
 <../images/53.png, id=1002, 272.01625pt x 425.59pt>
File: ../images/53.png Graphic file (type png)

<use ../images/53.png>
Package pdftex.def Info: ../images/53.png used on input line 1934.
(pdftex.def)             Requested size: 216.6877pt x 339.02429pt.
 <../images/54.png, id=1003, 111.7776pt x 128.3997pt>
File: ../images/54.png Graphic file (type png)

<use ../images/54.png>
Package pdftex.def Info: ../images/54.png used on input line 1944.
(pdftex.def)             Requested size: 216.69986pt x 248.92465pt.
 <../images/55.png, id=1004, 112.0185pt x 125.9907pt>
File: ../images/55.png Graphic file (type png)

<use ../images/55.png>
Package pdftex.def Info: ../images/55.png used on input line 1954.
(pdftex.def)             Requested size: 216.68315pt x 243.71034pt.
 <../images/56.png, id=1005, 340.27126pt x 426.59375pt>
File: ../images/56.png Graphic file (type png)

<use ../images/56.png>
Package pdftex.def Info: ../images/56.png used on input line 1964.
(pdftex.def)             Requested size: 216.67732pt x 271.6456pt.
 <../images/57.png, id=1006, 311.1625pt x 410.53375pt>
File: ../images/57.png Graphic file (type png)

<use ../images/57.png>
Package pdftex.def Info: ../images/57.png used on input line 1974.
(pdftex.def)             Requested size: 216.68225pt x 285.88077pt.
 <../images/58.png, id=1007, 339.2675pt x 419.5675pt>
File: ../images/58.png Graphic file (type png)

<use ../images/58.png>
Package pdftex.def Info: ../images/58.png used on input line 1984.
(pdftex.def)             Requested size: 216.6749pt x 267.9589pt.
 <../images/59.png, id=1008, 370.38374pt x 414.54875pt>
File: ../images/59.png Graphic file (type png)

<use ../images/59.png>
Package pdftex.def Info: ../images/59.png used on input line 1994.
(pdftex.def)             Requested size: 216.68208pt x 242.51952pt.
 [67 <../images/47.jpg>] [68 <../images/48.png> <../images/49.png>] [69 <../ima
ges/50.png> <../images/51.png>] [70 <../images/52.png>]
[71 <../images/53.png> <../images/54.png>] [72 <../images/55.png> <../images/56
.png>] [73 <../images/57.png> <../images/58.png>]
<../images/60.jpg, id=1039, 95.75775pt x 99.9735pt>
File: ../images/60.jpg Graphic file (type jpg)
 <use ../images/60.jpg>
Package pdftex.def Info: ../images/60.jpg used on input line 2011.
(pdftex.def)             Requested size: 216.6949pt x 226.2349pt.

<../images/61.jpg, id=1040, 97.5645pt x 69.861pt>
File: ../images/61.jpg Graphic file (type jpg)
 <use ../images/61.jpg>
Package pdftex.def Info: ../images/61.jpg used on input line 2021.
(pdftex.def)             Requested size: 216.68205pt x 155.15503pt.

<../images/62.jpg, id=1041, 95.1555pt x 98.769pt>
File: ../images/62.jpg Graphic file (type jpg)
 <use ../images/62.jpg>
Package pdftex.def Info: ../images/62.jpg used on input line 2031.
(pdftex.def)             Requested size: 216.71135pt x 224.9409pt.

<../images/63.jpg, id=1042, 90.3375pt x 79.497pt>
File: ../images/63.jpg Graphic file (type jpg)
 <use ../images/63.jpg>
Package pdftex.def Info: ../images/63.jpg used on input line 2041.
(pdftex.def)             Requested size: 216.69998pt x 190.69598pt.

<../images/64.jpg, id=1043, 99.37125pt x 85.5195pt>
File: ../images/64.jpg Graphic file (type jpg)
 <use ../images/64.jpg>
Package pdftex.def Info: ../images/64.jpg used on input line 2051.
(pdftex.def)             Requested size: 216.70386pt x 186.49663pt.

<../images/65.jpg, id=1044, 92.14426pt x 101.178pt>
File: ../images/65.jpg Graphic file (type jpg)
 <use ../images/65.jpg>
Package pdftex.def Info: ../images/65.jpg used on input line 2061.
(pdftex.def)             Requested size: 216.68661pt x 237.93039pt.

<../images/66.jpg, id=1045, 100.57574pt x 93.951pt>
File: ../images/66.jpg Graphic file (type jpg)
 <use ../images/66.jpg>
Package pdftex.def Info: ../images/66.jpg used on input line 2071.
(pdftex.def)             Requested size: 216.70628pt x 202.43227pt.

<../images/67.jpg, id=1046, 99.9735pt x 77.088pt>
File: ../images/67.jpg Graphic file (type jpg)
 <use ../images/67.jpg>
Package pdftex.def Info: ../images/67.jpg used on input line 2081.
(pdftex.def)             Requested size: 216.68698pt x 167.08394pt.

[74 <../images/59.png>] [75 <../images/60.jpg> <../images/61.jpg>] [76 <../imag
es/62.jpg> <../images/63.jpg>] [77 <../images/64.jpg> <../images/65.jpg>]
[78 <../images/66.jpg> <../images/67.jpg>] [79] [80] [81] [82] [83] [84]
[85] [86]
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<../images/68.png, id=1149, 298.716pt x 58.7796pt>
File: ../images/68.png Graphic file (type png)
 <use ../images/68.png>
Package pdftex.def Info: ../images/68.png used on input line 2391.
(pdftex.def)             Requested size: 433.39601pt x 85.28111pt.

[87


 <../images/68.png>] [88] [89]
Underfull \vbox (badness 10000) detected at line 2564
 []

[90] [91] [92


]
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[93] [94


]
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[95] [96] [97] [98] [99] <../images/69.png, id=1244, 551.661pt x 250.536pt>
File: ../images/69.png Graphic file (type png)

<use ../images/69.png>
Package pdftex.def Info: ../images/69.png used on input line 2825.
(pdftex.def)             Requested size: 433.35788pt x 196.80879pt.
 <../images/70.png, id=1245, 150.5625pt x 122.4575pt>
File: ../images/70.png Graphic file (type png)

<use ../images/70.png>
Package pdftex.def Info: ../images/70.png used on input line 2839.
(pdftex.def)             Requested size: 346.7574pt x 282.02934pt.
 [100 <../images/69.png>] [101 <../images/70.png>]
<../images/71.png, id=1259, 995.72pt x 252.945pt>
File: ../images/71.png Graphic file (type png)
 <use ../images/71.png>
Package pdftex.def Info: ../images/71.png used on input line 2879.
(pdftex.def)             Requested size: 433.36261pt x 110.08807pt.

[102 <../images/71.png>] <../images/72.png, id=1267, 335.654pt x 192.72pt>
File: ../images/72.png Graphic file (type png)

<use ../images/72.png>
Package pdftex.def Info: ../images/72.png used on input line 2910.
(pdftex.def)             Requested size: 433.38982pt x 248.83624pt.
 [103 <../images/72.png>] [104] [105] [106] [107]
[108] [109] <../images/73.png, id=1352, 167.1846pt x 106.4778pt>
File: ../images/73.png Graphic file (type png)

<use ../images/73.png>
Package pdftex.def Info: ../images/73.png used on input line 3290.
(pdftex.def)             Requested size: 433.4273pt x 276.04446pt.
 [110 <../images/73.png>]
Underfull \hbox (badness 10000) in paragraph at lines 3304--3304
[][]$\T1/lmtt/m/n/9 http : / / en . wikipedia . org / wiki / Vector % 20 % 28sp
atial % 29 % 23Vector % 20addition % 20and %
 []

[111] <../images/74.png, id=1399, 192.72pt x 128.3997pt>
File: ../images/74.png Graphic file (type png)

<use ../images/74.png>
Package pdftex.def Info: ../images/74.png used on input line 3394.
(pdftex.def)             Requested size: 433.35718pt x 288.72423pt.
 [112] [113 <../images/74.png>] [114] [115] [116]
<../images/75.png, id=1455, 147.9126pt x 139.9629pt>
File: ../images/75.png Graphic file (type png)
 <use ../images/75.png>
Package pdftex.def Info: ../images/75.png used on input line 3582.
(pdftex.def)             Requested size: 216.68636pt x 205.04034pt.

<../images/76.png, id=1456, 102.1416pt x 98.5281pt>
File: ../images/76.png Graphic file (type png)
 <use ../images/76.png>
Package pdftex.def Info: ../images/76.png used on input line 3610.
(pdftex.def)             Requested size: 216.67941pt x 209.01385pt.

[117 <../images/75.png>] <../images/77.png, id=1461, 188.6247pt x 163.5711pt>
File: ../images/77.png Graphic file (type png)

<use ../images/77.png>
Package pdftex.def Info: ../images/77.png used on input line 3627.
(pdftex.def)             Requested size: 270.89116pt x 234.91074pt.
 [118 <../images/76.png>] [119 <../images/77.png>]
[120] [121]
! Extra }, or forgotten $.
l.3756 ...C,$} {$\mathbf{D},$} and{\mbox{$~$}}{$$}
                                                   are functions of{\mbox{$~...
I've deleted a group-closing symbol because it seems to be
spurious, as in `$x}$'. But perhaps the } is legitimate and
you forgot something else, as in `\hbox{$x}'. In such cases
the way to recover is to insert both the forgotten and the
deleted material, e.g., by typing `I$}'.

! Missing } inserted.
<inserted text> 
                }
l.3756 ...$~$}}{$$} are functions of{\mbox{$~$}}{$
                                                  \mathbf{w}.$} Our task is ...
I've inserted something that you may have forgotten.
(See the <inserted text> above.)
With luck, this will get me unwedged. But if you
really didn't forget anything, try typing `2' now; then
my insertion and my current dilemma will both disappear.

! Display math should end with $$.
<to be read again> 
                   \protect 
l.3756 ...$} are functions of{\mbox{$~$}}{$\mathbf
                                                  {w}.$} Our task is to find...
The `$' that I just saw supposedly matches a previous `$$'.
So I shall assume that you typed `$$' both times.


! LaTeX Error: \mathbf allowed only in math mode.

See the LaTeX manual or LaTeX Companion for explanation.
Type  H <return>  for immediate help.
 ...                                              
                                                  
l.3756 ...$} are functions of{\mbox{$~$}}{$\mathbf
                                                  {w}.$} Our task is to find...

You're in trouble here.  Try typing  <return>  to proceed.
If that doesn't work, type  X <return>  to quit.

! Extra }, or forgotten $.
<recently read> }
                 
l.3756 ... functions of{\mbox{$~$}}{$\mathbf{w}.$}
                                                   Our task is to find these...
I've deleted a group-closing symbol because it seems to be
spurious, as in `$x}$'. But perhaps the } is legitimate and
you forgot something else, as in `\hbox{$x}'. In such cases
the way to recover is to insert both the forgotten and the
deleted material, e.g., by typing `I$}'.

! Missing } inserted.
<inserted text> 
                }
l.3756 ...unctions. The real-{}valued functions {$
                                                  A$} and{\mbox{$~$}}{$C$} a...
I've inserted something that you may have forgotten.
(See the <inserted text> above.)
With luck, this will get me unwedged. But if you
really didn't forget anything, try typing `2' now; then
my insertion and my current dilemma will both disappear.

! Extra }, or forgotten $.
<recently read> }
                 
l.3756 ...tions. The real-{}valued functions {$A$}
                                                   and{\mbox{$~$}}{$C$} actu...
I've deleted a group-closing symbol because it seems to be
spurious, as in `$x}$'. But perhaps the } is legitimate and
you forgot something else, as in `\hbox{$x}'. In such cases
the way to recover is to insert both the forgotten and the
deleted material, e.g., by typing `I$}'.

! Missing } inserted.
<inserted text> 
                }
l.3756 ...valued functions {$A$} and{\mbox{$~$}}{$
                                                  C$} actually can depend on...
I've inserted something that you may have forgotten.
(See the <inserted text> above.)
With luck, this will get me unwedged. But if you
really didn't forget anything, try typing `2' now; then
my insertion and my current dilemma will both disappear.

! Extra }, or forgotten $.
<recently read> }
                 
l.3756 ...ued functions {$A$} and{\mbox{$~$}}{$C$}
                                                   actually can depend only ...
I've deleted a group-closing symbol because it seems to be
spurious, as in `$x}$'. But perhaps the } is legitimate and
you forgot something else, as in `\hbox{$x}'. In such cases
the way to recover is to insert both the forgotten and the
deleted material, e.g., by typing `I$}'.

! Missing } inserted.
<inserted text> 
                }
l.3756 ...~$}}{$C$} actually can depend only on {$
                                                  w=|\mathbf{w}|={}_+\sqrt{\...
I've inserted something that you may have forgotten.
(See the <inserted text> above.)
With luck, this will get me unwedged. But if you
really didn't forget anything, try typing `2' now; then
my insertion and my current dilemma will both disappear.


! LaTeX Error: \mathbf allowed only in math mode.

See the LaTeX manual or LaTeX Companion for explanation.
Type  H <return>  for immediate help.
 ...                                              
                                                  
l.3756 ...actually can depend only on {$w=|\mathbf
                                                  {w}|={}_+\sqrt{\mathbf{w}\...

You're in trouble here.  Try typing  <return>  to proceed.
If that doesn't work, type  X <return>  to quit.

! Missing $ inserted.
<inserted text> 
                $
l.3756 ...pend only on {$w=|\mathbf{w}|={}_+\sqrt{
                                                  \mathbf{w}\cdot\mathbf{w}}...
I've inserted a begin-math/end-math symbol since I think
you left one out. Proceed, with fingers crossed.


Overfull \hbox (73.17303pt too wide) in paragraph at lines 3756--3757
\T1/lmr/m/n/10.95 (-20) w.$\OML/lmm/m/it/10.95 Ourtaskistofindthesefunctions:Th
ereal \OMS/lmsy/m/n/10.95 ^^@ []\OML/lmm/m/it/10.95 valuedfunctions[]$\T1/lmr/m
/n/10.95 (-20) A$\OML/lmm/m/it/10.95 and[][]$\T1/lmr/m/n/10.95 (-20) C$\OML/lmm
/m/it/10.95 actuallycandependonlyon[]$\T1/lmr/m/n/10.95 (-20) w=|w|=_-
 []

[122] [123] [124] [125] [126]
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <12> on input line 4043.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <12> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 4043.
 [127]
<../images/78.png, id=1541, 192.72pt x 149.1171pt>
File: ../images/78.png Graphic file (type png)
 <use ../images/78.png>
Package pdftex.def Info: ../images/78.png used on input line 4071.
(pdftex.def)             Requested size: 433.35718pt x 335.31013pt.

[128 <../images/78.png>] [129]
<../images/79.png, id=1552, 192.72pt x 187.902pt>
File: ../images/79.png Graphic file (type png)
 <use ../images/79.png>
Package pdftex.def Info: ../images/79.png used on input line 4126.
(pdftex.def)             Requested size: 433.35718pt x 422.52327pt.

[130 <../images/79.png>] <../images/80.png, id=1558, 192.72pt x 169.3527pt>
File: ../images/80.png Graphic file (type png)

<use ../images/80.png>
Package pdftex.def Info: ../images/80.png used on input line 4142.
(pdftex.def)             Requested size: 433.35718pt x 380.81264pt.
 [131 <../images/80.png>]
<../images/81.png, id=1563, 192.72pt x 190.0701pt>
File: ../images/81.png Graphic file (type png)
 <use ../images/81.png>
Package pdftex.def Info: ../images/81.png used on input line 4160.
(pdftex.def)             Requested size: 433.35718pt x 427.3985pt.

[132 <../images/81.png>] <../images/82.png, id=1571, 192.72pt x 165.2574pt>
File: ../images/82.png Graphic file (type png)

<use ../images/82.png>
Package pdftex.def Info: ../images/82.png used on input line 4183.
(pdftex.def)             Requested size: 433.35718pt x 371.60376pt.
 [133 <../images/82.png>] [134]
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[135


] [136]
Package tocbasic Info: character protrusion at lof deactivated on input line 42
69.
 (./main.lof)
\tf@lof=\write6
\openout6 = `main.lof'.

 [137


] [138]
Underfull \vbox (badness 10000) detected at line 4374
 []

[139] [140] [141]

Class scrbook Warning: Using fallback calculation to setup font sizes
(scrbook)              for basic size `9pt' on input line 4625.


Package typearea Warning: \typearea used at group level 2.
(typearea)                Using \typearea inside any group, e.g.
(typearea)                environments, math mode, boxes, etc. may result in
(typearea)                many type setting problems.
(typearea)                You should move the command \typearea
(typearea)                outside all groups on input line 4625.


Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 66%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 90
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 544.58585pt
(typearea)              DIV departure   = -66%
(typearea)              \evensidemargin = -59.7508pt
(typearea)              \oddsidemargin  = -31.8671pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 818.99794pt
(typearea)              \topmargin      = -92.58049pt
(typearea)              \headheight     = 13.49995pt
(typearea)              \headsep        = 16.19995pt
(typearea)              \topskip        = 9.0pt
(typearea)              \footskip       = 37.7999pt
(typearea)              \baselineskip   = 10.79997pt
(typearea)              on input line 4625.

Package typearea Warning: Typearea changed!
(typearea)                You should do this only at preamble, because only
(typearea)                \begin{document} calculates output dimensions!
(typearea)                Trying to calculate new output dimensions, but
(typearea)                this is only a dirty hack on input line 4625.


Package typearea Warning: \typearea used at group level 2.
(typearea)                Using \typearea inside any group, e.g.
(typearea)                environments, math mode, boxes, etc. may result in
(typearea)                many type setting problems.
(typearea)                You should move the command \typearea
(typearea)                outside all groups on input line 4625.


Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 76%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 90
(typearea)             BCOR = 0.0pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 577.591pt
(typearea)              DIV departure   = -76%
(typearea)              \evensidemargin = -58.99203pt
(typearea)              \oddsidemargin  = -65.63101pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 818.99794pt
(typearea)              \topmargin      = -92.58049pt
(typearea)              \headheight     = 13.49995pt
(typearea)              \headsep        = 16.19995pt
(typearea)              \topskip        = 9.0pt
(typearea)              \footskip       = 37.7999pt
(typearea)              \baselineskip   = 10.79997pt
(typearea)              on input line 4625.

Package typearea Warning: Typearea changed!
(typearea)                You should do this only at preamble, because only
(typearea)                \begin{document} calculates output dimensions!
(typearea)                Trying to calculate new output dimensions, but
(typearea)                this is only a dirty hack on input line 4625.

[142


]
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[143] [144]
Underfull \hbox (badness 7433) in paragraph at lines 4975--4976
[]\T1/lmr/m/n/4.5 "Massive Mul-ti-au-thor Col-lab-o-ra-tion Site" (or
 []


Underfull \hbox (badness 10000) in paragraph at lines 4977--4978
[]\T1/lmr/m/n/4.5 "CC-BY-SA" means the Cre-ative Com-mons
 []

[145]
Package atveryend Info: Empty hook `BeforeClearDocument' on input line 5079.
Package atveryend Info: Empty hook `AfterLastShipout' on input line 5079.
 (./main.aux)
Package atveryend Info: Executing hook `AtVeryEndDocument' on input line 5079.
Package atveryend Info: Executing hook `AtEndAfterFileList' on input line 5079.

Package rerunfilecheck Info: File `main.out' has not changed.
(rerunfilecheck)             Checksum: 6005CAAB5DE1A873E231205F27A05B90;7882.
Package atveryend Info: Empty hook `AtVeryVeryEnd' on input line 5079.
 ) 
Here is how much of TeX's memory you used:
 21050 strings out of 493485
 304398 string characters out of 3143525
 577299 words of memory out of 3000000
 22886 multiletter control sequences out of 15000+200000
 199032 words of font info for 309 fonts, out of 3000000 for 9000
 990 hyphenation exceptions out of 8191
 48i,12n,47p,1889b,1441s stack positions out of 5000i,500n,10000p,200000b,50000s
pdfTeX warning (dest): name{Hfootnote.244} has been referenced but does not e
xist, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.243} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.242} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.241} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.240} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.239} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.238} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.237} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.236} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.235} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.234} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.233} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.232} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.231} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.230} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.229} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.228} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.227} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.226} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.225} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.224} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.223} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.222} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.221} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.220} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.219} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.218} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.217} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.215} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.214} has been referenced but does not exi
st, replaced by a fixed one
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main/etoolbox.sty

% $Id: etoolbox.sty,v 2.1 2011/01/03 19:14:10 lehman stable $

% Copyright (c) 2007-2011 Philipp Lehman.
%
% Permission is granted to copy, distribute and/or modify this
% software under the terms of the LaTeX Project Public License
% (LPPL), version 1.3.
%
% The LPPL maintenance status of this software is
% 'author-maintained'.
%
% This software is provided 'as is', without warranty of any kind,
% either expressed or implied, including, but not limited to, the
% implied warranties of merchantability and fitness for a
% particular purpose.

\def\etb@rcsid$#1: #2 #3 #4 #5${#4 v#3}

\NeedsTeXFormat{LaTeX2e}
\ProvidesPackage{etoolbox}
[\etb@rcsid $Id: etoolbox.sty,v 2.1 2011/01/03 19:14:10 lehman stable $
 e-TeX tools for LaTeX]

\begingroup
\@ifundefined{eTeXversion}
  {\PackageError{etoolbox}
     {Not running under e-TeX}
     {This package requires e-TeX. Try compiling the document
      with\MessageBreak 'elatex' instead of 'latex'. When using
      pdfTeX, try 'pdfelatex'\MessageBreak instead of 'pdflatex'.
      This is a fatal error. I'm aborting now.}%
   \aftergroup\endinput}
  {}
\endgroup

\RequirePackage{etex}

\def\etb@catcodes{\do\&\do\|\do\:\do\-\do\=\do\<\do\>}
\def\do#1{\catcode\number`#1=\the\catcode`#1\relax}
\edef\etb@catcodes{\etb@catcodes}
\let\do\noexpand
\AtEndOfPackage{\etb@catcodes\undef\etb@catcodes}

\catcode`\&=3
\catcode`\|=3
\@makeother\:
\@makeother\-
\@makeother\=
\@makeother\<
\@makeother\>

\protected\def\etb@error{\PackageError{etoolbox}}
\protected\def\etb@warning{\PackageWarning{etoolbox}}
\protected\def\etb@info{\PackageInfo{etoolbox}}
\newcount\etb@tempcnta

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newcommand*{\newrobustcmd}{}
\protected\def\newrobustcmd{\@star@or@long\etb@new@command}

\def\etb@new@command#1{\@testopt{\etb@newcommand#1}0}

\def\etb@newcommand#1[#2]{%
  \@ifnextchar[%]
    {\etb@xargdef#1[#2]}
    {\ifx\l@ngrel@x\relax
       \let\l@ngrel@x\protected
     \else
       \protected\def\l@ngrel@x{\protected\long}%
     \fi
     \@argdef#1[#2]}}

\long\def\etb@xargdef#1[#2][#3]#4{%
  \@ifdefinable#1{%
    \expandafter\protected
    \expandafter\def
    \expandafter#1%
    \expandafter{%
      \expandafter\@testopt
      \csname\string#1\endcsname{#3}}%
    \expandafter\@yargdef\csname\string#1\endcsname\tw@{#2}{#4}}}

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newrobustcmd*{\renewrobustcmd}{\@star@or@long\etb@renew@command}

\def\etb@renew@command#1{%
  \ifundef{#1}
     {\etb@error{\string#1 undefined}\@ehc}
     {}%
  \let\@ifdefinable\@rc@ifdefinable
  \etb@new@command#1}

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newrobustcmd*{\providerobustcmd}{\@star@or@long\etb@provide@command}

\def\etb@provide@command#1{%
  \ifundef{#1}
    {\def\reserved@a{\etb@new@command#1}}
    {\def\reserved@a{\etb@renew@command\reserved@a}}%
  \reserved@a}

% {<csname>}

\newrobustcmd*{\csshow}[1]{%
  \begingroup\expandafter\endgroup
  \expandafter\show\csname#1\endcsname}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdef}[1]{%
  \ifdefined#1%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifundef}[1]{%
  \ifdefined#1%
    \ifx#1\relax
      \expandafter\expandafter
      \expandafter\@firstoftwo
    \else
      \expandafter\expandafter
      \expandafter\@secondoftwo
    \fi
  \else
    \expandafter\@firstoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsdef}[1]{%
  \ifcsname#1\endcsname
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsundef}[1]{%
  \ifcsname#1\endcsname
    \expandafter\ifx\csname#1\endcsname\relax
      \expandafter\expandafter
      \expandafter\@firstoftwo
    \else
      \expandafter\expandafter
      \expandafter\@secondoftwo
    \fi
  \else
    \expandafter\@firstoftwo
  \fi}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefmacro}{}
\long\edef\ifdefmacro#1{%
  \noexpand\expandafter\noexpand\etb@ifdefmacro
  \noexpand\meaning#1\detokenize{macro}:&}
\edef\etb@ifdefmacro{%
  \def\noexpand\etb@ifdefmacro##1\detokenize{macro}:##2&}
\etb@ifdefmacro{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsmacro}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefmacro\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefprefix}[1]{%
  \ifdefmacro{#1}
    {\etb@ifdefprefix{#1}}
    {\@secondoftwo}}
\long\edef\etb@ifdefprefix#1{%
  \noexpand\expandafter\noexpand\etb@ifdefprefix@i
  \noexpand\meaning#1\detokenize{macro}:&}
\edef\etb@ifdefprefix@i{%
  \def\noexpand\etb@ifdefprefix@i##1\detokenize{macro}:##2&}
\etb@ifdefprefix@i{\notblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsprefix}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefprefix\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefparam}{}
\long\edef\ifdefparam#1{%
  \noexpand\expandafter\noexpand\etb@ifdefparam
  \noexpand\meaning#1\detokenize{macro}:->&}
\edef\etb@ifdefparam{%
  \def\noexpand\etb@ifdefparam##1\detokenize{macro}:##2->##3&}
\etb@ifdefparam{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsparam}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefparam\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefprotected}{}
\long\edef\ifdefprotected#1{%
  \noexpand\expandafter\noexpand\etb@ifdefprotected
  \noexpand\meaning#1\string\protected&}
\edef\etb@ifdefprotected{%
  \def\noexpand\etb@ifdefprotected##1\string\protected##2&}
\etb@ifdefprotected{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsprotected}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefprotected\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newrobustcmd{\ifdefltxprotect}[1]{%
  \begingroup
  \edef\etb@resrvda{%
    \noexpand\protect\expandafter\noexpand
    \csname\expandafter\@gobble\string#1 \endcsname}%
  \expandafter\endgroup\ifx#1\etb@resrvda
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newrobustcmd*{\ifcsltxprotect}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefltxprotect\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdefempty}[1]{%
  \ifundef{#1}
    {\@secondoftwo}
    {\ifdefmacro{#1}
       {\ifdefparam{#1}
	  {\@secondoftwo}
	  {\etb@ifdefempty{#1}}}
       {\@secondoftwo}}}

\def\etb@ifdefempty#1{%
  \expandafter\expandafter
  \expandafter\ifblank
  \expandafter\expandafter
  \expandafter{%
  \expandafter\strip@prefix\meaning#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsempty}[1]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\expandafter\ifdefparam\csname#1\endcsname
       {\@secondoftwo}
       {\expandafter\etb@ifdefempty\csname#1\endcsname}}}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdefvoid}[1]{%
  \ifundef{#1}
    {\@firstoftwo}
    {\ifdefmacro{#1}
       {\ifdefparam{#1}
	  {\@secondoftwo}
	  {\etb@ifdefempty{#1}}}
       {\@secondoftwo}}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsvoid}[1]{%
  \ifcsundef{#1}
    {\@firstoftwo}
    {\expandafter\ifdefparam\csname#1\endcsname
       {\@secondoftwo}
       {\expandafter\etb@ifdefempty\csname#1\endcsname}}}

% {<cstoken1>}{<cstoken2>}{<true>}{<false>}

\newcommand{\ifdefequal}[2]{%
  \ifundef{#1}
    {\@secondoftwo}
    {\ifundef{#2}
       {\@secondoftwo}
       {\ifx#1#2%
          \expandafter\@firstoftwo
        \else
          \expandafter\@secondoftwo
        \fi}}}

% {<csname1>}{<csname2>}{<true>}{<false>}

\newcommand*{\ifcsequal}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\ifcsundef{#2}
       {\@secondoftwo}
       {\expandafter\ifx
        \csname#1\expandafter\endcsname
        \csname#2\endcsname
          \expandafter\@firstoftwo
        \else
          \expandafter\@secondoftwo
        \fi}}}

% {<cstoken1>}{<cstoken2>}{<true>}{<false>}

\newrobustcmd{\ifdefstrequal}[2]{%
  \ifdefmacro{#1}
    {\ifdefmacro{#2}
       {\begingroup
	\edef\etb@tempa{\expandafter\strip@prefix\meaning#1}%
	\edef\etb@tempb{\expandafter\strip@prefix\meaning#2}%
	\ifx\etb@tempa\etb@tempb
	  \aftergroup\@firstoftwo
	\else
	  \aftergroup\@secondoftwo
	\fi
	\endgroup}
       {\@secondoftwo}}
    {\@secondoftwo}}

% {<csname1>}{<csname2>}{<true>}{<false>}

\newcommand*{\ifcsstrequal}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\ifcsundef{#2}
       {\@secondoftwo}
       {\expandafter\ifdefstrequal
        \csname#1\expandafter\endcsname
	\csname#2\endcsname}}}

% {<cstoken>}{<string>}{<true>}{<false>}

\newrobustcmd{\ifdefstring}[2]{%
  \ifdefmacro{#1}
    {\begingroup
     \edef\etb@tempa{\expandafter\strip@prefix\meaning#1}%
     \edef\etb@tempb{\detokenize{#2}}%
     \ifx\etb@tempa\etb@tempb
       \aftergroup\@firstoftwo
     \else
       \aftergroup\@secondoftwo
     \fi
     \endgroup}
    {\@secondoftwo}}

% {<csname>}{<string>}{<true>}{<false>}

\newrobustcmd{\ifcsstring}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\expandafter\ifdefstring\csname#1\endcsname{#2}}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefcounter}[1]{\etb@ifcounter#1&}
\long\def\etb@ifcounter#1#2&{%
  \ifx\count#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@ifcounter@i\meaning#1:%
  \fi}
\edef\etb@ifcounter@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@ifcounter@ii#1\string\count&}
\edef\etb@ifcounter@ii{%
  \def\noexpand\etb@ifcounter@ii##1\string\count##2&}
\etb@ifcounter@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcscounter}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefcounter\csname#1\endcsname}
    {\@secondoftwo}}

% {<name>}{<true>}{<false>}

\newcommand*{\ifltxcounter}[1]{%
  \ifcsdef{c@#1}
    {\expandafter\ifdefcounter\csname c@#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdeflength}[1]{\etb@iflength#1&}
\long\def\etb@iflength#1#2&{%
  \ifx\skip#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@iflength@i\meaning#1:%
  \fi}
\edef\etb@iflength@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@iflength@ii#1\string\skip&}
\edef\etb@iflength@ii{%
  \def\noexpand\etb@iflength@ii##1\string\skip##2&}
\etb@iflength@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcslength}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdeflength\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefdimen}[1]{\etb@ifdimen#1&}
\long\def\etb@ifdimen#1#2&{%
  \ifx\dimen#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@ifdimen@i\meaning#1:%
  \fi}
\edef\etb@ifdimen@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@ifdimen@ii#1\string\dimen&}
\edef\etb@ifdimen@ii{%
  \def\noexpand\etb@ifdimen@ii##1\string\dimen##2&}
\etb@ifdimen@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsdimen}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefdimen\csname#1\endcsname}
    {\@secondoftwo}}

% {<string1>}{<string2>}{<true>}{<false>}

\newrobustcmd{\ifstrequal}[2]{%
  \begingroup
  \edef\etb@tempa{\detokenize{#1}}%
  \edef\etb@tempb{\detokenize{#2}}%
  \ifx\etb@tempa\etb@tempb
    \aftergroup\@firstoftwo
  \else
    \aftergroup\@secondoftwo
  \fi
  \endgroup}

% {<string>}{<true>}{<false>}

\newcommand{\ifstrempty}[1]{%
  \expandafter\ifx\expandafter&\detokenize{#1}&%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<string>}{<true>}{<false>}

\newcommand{\ifblank}[1]{% from url.sty
  \etb@ifblank@i#1&&\@secondoftwo\@firstoftwo:}
\long\def\etb@ifblank@i#1#2&#3#4#5:{#4}

\newcommand{\notblank}[1]{%
  \etb@ifblank@i#1&&\@firstoftwo\@secondoftwo:}

% {<numexpr>}{<comp>}{<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumcomp}[3]{%
  \ifnum\numexpr#1\relax#2\numexpr#3\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<numexpr>}{<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumequal}[1]{%
  \ifnumcomp{#1}=}

\newcommand*{\ifnumgreater}[1]{%
  \ifnumcomp{#1}>}

\newcommand*{\ifnumless}[1]{%
  \ifnumcomp{#1}<}

% {<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumodd}[1]{%
  \ifodd\numexpr#1\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<dimexpr>}{<comp>}{<dimexpr>}{<true>}{<false>}

\newcommand*{\ifdimcomp}[3]{%
  \ifdim\dimexpr#1\relax#2\dimexpr#3\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<dimexpr>}{<dimexpr>}{<true>}{<false>}

\newcommand*{\ifdimequal}[1]{%
  \ifdimcomp{#1}=}

\newcommand*{\ifdimgreater}[1]{%
  \ifdimcomp{#1}>}

\newcommand*{\ifdimless}[1]{%
  \ifdimcomp{#1}<}

% {<expr>}{<true>}{<false>}

\newcommand{\ifboolexpe}[1]{%
  \etb@be@beg\etb@be@bgroup#1(&\etb@be@end}

\let\etb@be@true\@empty
\def\etb@be@false{-\@ne}

\def\etb@be@beg{%
  \ifnum\numexpr\z@\ifnum\numexpr\z@}

\def\etb@be@end{%
  <\z@
    \expandafter\etb@be@false
  \fi
  <\z@
    \expandafter\@secondoftwo
  \else
    \expandafter\@firstoftwo
  \fi}

\long\def\etb@be@bgroup#1(#2&{%
  \etb@be@egroup#1)&%
  \ifblank{#2}
    {}
    {\etb@be@beg
     \etb@be@bgroup#2&}}

\long\def\etb@be@egroup#1)#2&{%
  \etb@be@and#1and&%
  \ifblank{#2}
    {}
    {\etb@be@end\etb@be@true\etb@be@false
     \etb@be@egroup#2&}}

\long\def\etb@be@and#1and#2&{%
  \etb@be@or#1or&%
  \ifblank{#2}
    {}
    {<\z@
       \expandafter\@firstofone
     \else
       \expandafter\@gobble
     \fi
     {=\z@\fi\ifnum\numexpr\m@ne}%
     \ifnum\numexpr\z@
     \etb@be@and#2&}}

\long\def\etb@be@or#1or#2&{%
  \etb@be@not#1not&%
  \ifblank{#2}
    {}
    {<\z@
       \expandafter\@secondoftwo
     \else
       \expandafter\@firstoftwo
     \fi
     {=\z@\fi\ifnum\numexpr\z@
      \ifnum\numexpr\@ne}
     {=\z@\fi\ifnum\numexpr\z@
      \ifnum\numexpr\z@}%
     \etb@be@or#2&}}

\long\def\etb@be@not#1not#2&{%
  \etb@be@togl#1togl&%
  \ifblank{#2}
    {}
    {>\z@
       \expandafter\@firstoftwo
     \else
       \expandafter\@secondoftwo
     \fi
     {\unless\ifnum\numexpr\m@ne}
     {\unless\ifnum\numexpr\z@}%
     \etb@be@not#2&}}

\long\def\etb@be@togl#1togl#2&{%
  \etb@be@bool#1bool&%
  \ifblank{#2}
    {}
    {\etb@be@togl@i#2&}}

\long\def\etb@be@togl@i#1#2&{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\etb@be@true\etb@be@false}
    {\etb@be@err{Toggle '#1' undefined}{}}%
  \etb@be@togl#2&}

\long\def\etb@be@bool#1bool#2&{%
  \etb@be@test#1test&%
  \ifblank{#2}
    {}
    {\etb@be@bool@i#2&}}

\long\def\etb@be@bool@i#1#2&{%
  \ifcsundef{if#1}
    {\etb@be@err{Boolean '#1' undefined}{}}
    {\csname if#1\endcsname
     \else
       \etb@be@false
     \fi}%
  \etb@be@bool#2&}

\long\def\etb@be@test#1test#2&{%
  \ifblank{#1}
    {}
    {\etb@be@err{The invalid part is: '\detokenize{#1}'}{}}%
  \ifblank{#2}
    {}
    {\etb@be@test@i#2&}}

\long\def\etb@be@test@i#1#2&{%
  #1\etb@be@true\etb@be@false
  \etb@be@test#2&}

\long\def\etb@be@err#1#2{%
  \expandafter\ifnum\the\numexpr
    \expandafter\ifnum\the\currentiftype=-3
      \expandafter\thr@@
    \else
      \expandafter\currentiftype
    \fi
  =\thr@@
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi
  {=\z@\fi
   \etb@be@err{#1}{#2\ifnum\numexpr\m@ne}}
  {\etb@err@expr{#1}#2}}

% {<expr>}{<true>}{<false>}

\newrobustcmd{\ifboolexpr}[1]{\etb@boolexpr{#1}}

\long\def\etb@boolexpr#1{%
  \begingroup
  \let\etb@br@neg\@firstoftwo
  \etb@tempcnta\z@
  \etb@br@beg
  \etb@br@bgroup#1(&%
  \etb@br@end
  \etb@br@eval}

\def\etb@br@beg{%
  \begingroup
  \let\etb@br@neg\@firstoftwo
  \etb@tempcnta\z@}

\def\etb@br@end{%
  \etb@br@eval\etb@br@true\etb@br@false}

\def\etb@br@eval{%
  \ifnum\etb@tempcnta<\z@
    \aftergroup\@secondoftwo
  \else
    \aftergroup\@firstoftwo
  \fi
  \endgroup}

\def\etb@br@true{%
  \advance\etb@tempcnta\etb@br@neg\z@\m@ne
  \let\etb@br@neg\@firstoftwo}

\def\etb@br@false{%
  \advance\etb@tempcnta\etb@br@neg\m@ne\z@
  \let\etb@br@neg\@firstoftwo}

\long\def\etb@br@bgroup#1(#2&{%
  \etb@br@egroup#1)&%
  \ifblank{#2}
    {}
    {\etb@br@beg
     \etb@br@bgroup#2&}}

\long\def\etb@br@egroup#1)#2&{%
  \etb@br@and#1and&%
  \ifblank{#2}
    {}
    {\etb@br@end
     \etb@br@egroup#2&}}

\long\def\etb@br@and#1and#2&{%
  \etb@br@or#1or&%
  \ifblank{#2}
    {}
    {\ifnum\etb@tempcnta<\z@
       \etb@tempcnta\m@ne
     \else
       \etb@tempcnta\z@
     \fi
     \etb@br@and#2&}}

\long\def\etb@br@or#1or#2&{%
  \etb@br@not#1not&%
  \ifblank{#2}
    {}
    {\ifnum\etb@tempcnta<\z@
       \etb@tempcnta\z@
     \else
       \etb@tempcnta\@ne
     \fi
     \etb@br@or#2&}}

\long\def\etb@br@not#1not#2&{%
  \etb@br@togl#1togl&%
  \ifblank{#2}
    {}
    {\let\etb@br@neg\@secondoftwo
     \etb@br@not#2&}}

\long\def\etb@br@togl#1togl#2&{%
  \etb@br@bool#1bool&%
  \ifblank{#2}
    {}
    {\etb@br@togl@i#2&}}

\long\def\etb@br@togl@i#1#2&{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\etb@br@true\etb@br@false}
    {\etb@err@expr{Toggle '#1' undefined}\etb@br@false}%
  \etb@br@togl#2&}

\long\def\etb@br@bool#1bool#2&{%
  \etb@br@test#1test&%
  \ifblank{#2}
    {}
    {\etb@br@bool@i#2&}}

\long\def\etb@br@bool@i#1#2&{%
  \ifcsundef{if#1}
    {\etb@err@expr{Boolean '#1' undefined}\etb@br@false}
    {\csname if#1\endcsname
       \etb@br@true
     \else
       \etb@br@false
     \fi}%
  \etb@br@bool#2&}

\long\def\etb@br@test#1test#2&{%
  \ifblank{#1}
    {}
    {\etb@err@expr{The invalid part is: '\detokenize{#1}'}}%
  \ifblank{#2}
    {}
    {\etb@br@test@i#2&}}

\long\def\etb@br@test@i#1#2&{%
  \ignorespaces#1\etb@br@true\etb@br@false
  \etb@br@test#2&}

\long\def\etb@err@expr#1{%
  \etb@error
    {Invalid boolean expression}
    {#1.}}

% {<expr>}{<code>}

\newrobustcmd{\whileboolexpr}[2]{%
  \etb@boolexpr{#1}{#2\whileboolexpr{#1}{#2}}{}}

% {<expr>}{<code>}

\newrobustcmd{\unlessboolexpr}[2]{%
  \etb@boolexpr{#1}{}{#2\unlessboolexpr{#1}{#2}}}

% {<cstoken>}

\newcommand{\expandonce}[1]{%
  \unexpanded\expandafter{#1}}

% {<csname>}

\newcommand*{\csexpandonce}[1]{%
  \expandafter\expandonce\csname#1\endcsname}

% {<code>}

\newcommand*{\protecting}{}
\def\protecting#{%
  \ifx\protect\@typeset@protect
    \etb@protecting\@firstofone
  \fi
  \ifx\protect\@unexpandable@protect
    \etb@protecting\etb@unexpandable
  \fi
  \ifx\protect\noexpand
    \etb@protecting\unexpanded
  \fi
  \ifx\protect\string
    \etb@protecting\detokenize
  \fi
  \relax\@firstofone}

\def\etb@protecting#1#2\relax\@firstofone{\fi#1}
\long\def\etb@unexpandable#1{\unexpanded{\protecting{#1}}}

% {<csname>}

\newrobustcmd*{\csdef}[1]{\expandafter\def\csname#1\endcsname}
\newrobustcmd*{\csedef}[1]{\expandafter\edef\csname#1\endcsname}
\newrobustcmd*{\csgdef}[1]{\expandafter\gdef\csname#1\endcsname}
\newrobustcmd*{\csxdef}[1]{\expandafter\xdef\csname#1\endcsname}
\newrobustcmd*{\protected@csedef}{\etb@protected\csedef}
\newrobustcmd*{\protected@csxdef}{\etb@protected\csxdef}

\def\etb@protected{%
  \let\@@protect\protect
  \let\protect\@unexpandable@protect
  \afterassignment\restore@protect}

% {<csname>}{<cstoken>}

\newrobustcmd{\cslet}[2]{%
  \expandafter\let\csname#1\endcsname#2}

% {<cstoken>}{<csname>}

\newrobustcmd{\letcs}[2]{%
  \ifcsdef{#2}
    {\expandafter\let\expandafter#1\csname#2\endcsname}
    {\undef#1}}

% {<csname>}{<csname>}

\newrobustcmd*{\csletcs}[2]{%
  \ifcsdef{#2}
    {\expandafter\let
     \csname#1\expandafter\endcsname
     \csname#2\endcsname}
    {\csundef{#1}}}

% {<csname>}

\newcommand*{\csuse}[1]{%
  \ifcsname#1\endcsname
    \csname#1\expandafter\endcsname
  \fi}

% {<cstoken>}

\newrobustcmd{\undef}[1]{\let#1\etb@undefined}

% {<csname>}

\newrobustcmd*{\csundef}[1]{\cslet{#1}\etb@undefined}

% {<cstoken>}{<code>}

\newrobustcmd{\appto}[2]{%
  \ifundef{#1}
    {\edef#1{\unexpanded{#2}}}
    {\edef#1{\expandonce#1\unexpanded{#2}}}}
\newrobustcmd{\eappto}[2]{%
  \ifundef{#1}
    {\edef#1{#2}}
    {\edef#1{\expandonce#1#2}}}
\newrobustcmd{\gappto}[2]{%
  \ifundef{#1}
    {\xdef#1{\unexpanded{#2}}}
    {\xdef#1{\expandonce#1\unexpanded{#2}}}}
\newrobustcmd{\xappto}[2]{%
  \ifundef{#1}
    {\xdef#1{#2}}
    {\xdef#1{\expandonce#1#2}}}

\newrobustcmd*{\protected@eappto}{\etb@protected\eappto}
\newrobustcmd*{\protected@xappto}{\etb@protected\xappto}

% {<cstoken>}{<code>}

\newrobustcmd{\preto}[2]{%
  \ifundef{#1}
    {\edef#1{\unexpanded{#2}}}
    {\edef#1{\unexpanded{#2}\expandonce#1}}}
\newrobustcmd{\epreto}[2]{%
  \ifundef{#1}
    {\edef#1{#2}}
    {\edef#1{#2\expandonce#1}}}
\newrobustcmd{\gpreto}[2]{%
  \ifundef{#1}
    {\xdef#1{\unexpanded{#2}}}
    {\xdef#1{\unexpanded{#2}\expandonce#1}}}
\newrobustcmd{\xpreto}[2]{%
  \ifundef{#1}
    {\xdef#1{#2}}
    {\xdef#1{#2\expandonce#1}}}

\newrobustcmd*{\protected@epreto}{\etb@protected\epreto}
\newrobustcmd*{\protected@xpreto}{\etb@protected\xpreto}

% {<csname>}{<code>}

\newrobustcmd*{\csappto}[1]{\expandafter\appto\csname#1\endcsname}
\newrobustcmd*{\cseappto}[1]{\expandafter\eappto\csname#1\endcsname}
\newrobustcmd*{\csgappto}[1]{\expandafter\gappto\csname#1\endcsname}
\newrobustcmd*{\csxappto}[1]{\expandafter\xappto\csname#1\endcsname}
\newrobustcmd*{\protected@cseappto}{\etb@protected\cseappto}
\newrobustcmd*{\protected@csxappto}{\etb@protected\csxappto}

% {<csname>}{<code>}

\newrobustcmd*{\cspreto}[1]{\expandafter\preto\csname#1\endcsname}
\newrobustcmd*{\csepreto}[1]{\expandafter\epreto\csname#1\endcsname}
\newrobustcmd*{\csgpreto}[1]{\expandafter\gpreto\csname#1\endcsname}
\newrobustcmd*{\csxpreto}[1]{\expandafter\xpreto\csname#1\endcsname}
\newrobustcmd*{\protected@csepreto}{\etb@protected\csepreto}
\newrobustcmd*{\protected@csxpreto}{\etb@protected\csxpreto}

% {<cstoken>}{<numexpr>}

\newrobustcmd*{\numdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \edef#1{\the\numexpr#2}}
\newrobustcmd*{\numgdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\numexpr#2}}

% {<csname>}{<numexpr>}

\newrobustcmd*{\csnumdef}[1]{%
  \expandafter\numdef\csname#1\endcsname}
\newrobustcmd*{\csnumgdef}[1]{%
  \expandafter\numgdef\csname#1\endcsname}

% {<cstoken>}{<dimexpr>}

\newrobustcmd*{\dimdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \edef#1{\the\dimexpr#2}}
\newrobustcmd*{\dimgdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\dimexpr#2}}

% {<csname>}{<dimexpr>}

\newrobustcmd*{\csdimdef}[1]{%
  \expandafter\dimdef\csname#1\endcsname}
\newrobustcmd*{\csdimgdef}[1]{%
  \expandafter\dimgdef\csname#1\endcsname}

% {<cstoken>}{<glueexpr>}

\newrobustcmd*{\gluedef}[2]{%
  \ifundef#1{\let#1\z@skip}{}%
  \edef#1{\the\glueexpr#2}}
\newrobustcmd*{\gluegdef}[2]{%
  \ifundef#1{\let#1\z@skip}{}%
  \xdef#1{\the\glueexpr#2}}

% {<csname>}{<glueexpr>}

\newrobustcmd*{\csgluedef}[1]{%
  \expandafter\gluedef\csname#1\endcsname}
\newrobustcmd*{\csgluegdef}[1]{%
  \expandafter\gluegdef\csname#1\endcsname}

% {<cstoken>}{<muexpr>}

\newrobustcmd*{\mudef}[2]{%
  \ifundef#1{\def#1{0mu}}{}%
  \edef#1{\the\muexpr#2}}
\newrobustcmd*{\mugdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\muexpr#2}}

% {<csname>}{<muexpr>}

\newrobustcmd*{\csmudef}[1]{%
  \expandafter\mudef\csname#1\endcsname}
\newrobustcmd*{\csmugdef}[1]{%
  \expandafter\mugdef\csname#1\endcsname}

% {<counter>}{<numexpr>}

\newrobustcmd*{\defcounter}[2]{%
  \ifcsundef{c@#1}
    {\etb@noglobal\@nocounterr{#1}}%
    {\csname c@#1\endcsname\numexpr#2\relax}}

% {<length>}{<glueexpr>}

\newrobustcmd*{\deflength}[2]{%
  \ifundef{#1}
    {\etb@noglobal\etb@err@nolen{#1}}%
    {#1\glueexpr#2\relax}}

\protected\def\etb@err@nolen#1{%
  \etb@error{Length '\string#1' undefined}\@eha}

% {<name>}

\newrobustcmd*{\newbool}[1]{%
  \expandafter\@ifdefinable\csname if#1\endcsname{%
    \expandafter\newif\csname if#1\endcsname}}

% {<name>}

\newrobustcmd*{\providebool}[1]{%
  \ifcsundef{if#1}
    {\expandafter\newif\csname if#1\endcsname}
    {\begingroup
     \edef\@tempa{\expandafter\meaning\csname if#1\endcsname}%
     \ifx\@tempa\etb@isfalse
     \else
       \ifx\@tempa\etb@istrue
       \else
         \etb@error{\@backslashchar if#1 not a boolean}\@eha
       \fi
     \fi
     \endgroup}}

% {<name>}{<true>|<false>}

\newrobustcmd*{\setbool}[2]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\ifcsundef{#1#2}
       {\etb@noglobal\etb@err@boolval{#2}}
       {\csname#1#2\endcsname}}}

% {<name>}

\newrobustcmd*{\booltrue}[1]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\csname#1true\endcsname}}

% {<name>}

\newrobustcmd*{\boolfalse}[1]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\csname#1false\endcsname}}

\edef\etb@istrue{\meaning\iftrue}
\edef\etb@isfalse{\meaning\iffalse}
\protected\def\etb@noglobal{\let\relax\relax}

% {<name>}{<true}{<false>}

\newcommand*{\ifbool}[1]{%
  \ifcsundef{if#1}
    {\etb@err@nobool{#1}\@gobbletwo}
    {\csname if#1\endcsname
       \expandafter\@firstoftwo
     \else
       \expandafter\@secondoftwo
     \fi}}

% {<name>}{<not true}{<not false>}

\newcommand*{\notbool}[1]{%
  \ifcsundef{if#1}
    {\etb@err@nobool{#1}\@gobbletwo}
    {\csname if#1\endcsname
       \expandafter\@secondoftwo
     \else
       \expandafter\@firstoftwo
     \fi}}

\protected\def\etb@err@nobool#1{%
  \etb@error{Boolean '\@backslashchar if#1' undefined}\@eha}

\def\etb@err@boolval#1{%
  \etb@error
    {Invalid boolean value '#1'}
    {Valid boolean values are 'true' and 'false'.}}

% {<name>}

\newrobustcmd*{\newtoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\etb@error{Toggle '#1' already defined}\@eha}
    {\cslet{etb@tgl@#1}\@secondoftwo}}

% {<name>}

\newrobustcmd*{\providetoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {}
    {\cslet{etb@tgl@#1}\@secondoftwo}}

% {<name>}{<true>|<false>}

\newrobustcmd*{\settoggle}[2]{%
  \ifcsdef{etb@tgl@#1}
    {\ifcsdef{etb@toggle#2}
       {\csletcs{etb@tgl@#1}{etb@toggle#2}}
       {\etb@noglobal\etb@err@boolval{#2}}}
    {\etb@noglobal\etb@err@notoggle{#1}}}

% {<name>}

\newrobustcmd*{\toggletrue}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\cslet{etb@tgl@#1}\etb@toggletrue}
    {\etb@noglobal\etb@err@notoggle{#1}}}

% {<name>}

\newrobustcmd*{\togglefalse}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\cslet{etb@tgl@#1}\etb@togglefalse}
    {\etb@noglobal\etb@err@notoggle{#1}}}

\let\etb@toggletrue\@firstoftwo
\let\etb@togglefalse\@secondoftwo

% {<name>}{<true}{<false>}

\newcommand*{\iftoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname}
    {\etb@err@notoggle{#1}\@gobbletwo}}

% {<name>}{<not true}{<not false>}

\newcommand*{\nottoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\@secondoftwo\@firstoftwo}
    {\etb@err@notoggle{#1}\@gobbletwo}}

\protected\def\etb@err@notoggle#1{%
  \etb@error{Toggle '#1' undefined}\@eha}

% {<cstoken>}{<true}{<false>}

\protected\def\etb@ifscanable#1{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{macro}:####2->####3&{%
      ####1\def\string\etb@resrvda####2{####3}}%
    \edef\noexpand\etb@resrvda{\noexpand\etb@resrvda\meaning#1&}}%
  \etb@resrvda
  \makeatletter
  \scantokens\expandafter{\etb@resrvda}%
  \expandafter\endgroup\ifx#1\etb@resrvda
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<cstoken>}{<search>}{<true}{<false>}

\protected\long\def\etb@ifpattern#1#2{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{#2}####2&{%
      \endgroup\noexpand\noexpand\noexpand\ifblank{####2}}%
    \edef\noexpand\etb@resrvda{\noexpand\etb@resrvda
      \expandafter\strip@prefix\meaning#1\detokenize{#2}&}%
    \noexpand\etb@resrvda}
  \etb@resrvda\@secondoftwo\@firstoftwo}

% {<string>}{<true}{<false>}

\protected\long\def\etb@ifhashcheck#1{%
  \begingroup
  \edef\etb@resrvda{\detokenize{#1}}%
  \expandafter\endgroup
  \expandafter\etb@ifhashcheck@i\meaning\etb@resrvda&}

\edef\etb@ifhashcheck@i#1&{%
  \noexpand\expandafter
  \noexpand\etb@ifhashcheck@ii
  \noexpand\strip@prefix#1\string#\string#&}

\edef\etb@ifhashcheck@ii{%
  \def\noexpand\etb@ifhashcheck@ii##1\string#\string###2&}
\etb@ifhashcheck@ii{\ifblank{#2}}

% {<cstoken>}

\newrobustcmd*{\robustify}[1]{%
  \ifundef{#1}
    {\etb@error{\string#1 undefined}\@eha}
    {\ifdefmacro{#1}
       {\ifdefltxprotect{#1}
          {\letcs\etb@resrvda{\expandafter\@gobble\string#1 }%
           \@tempswatrue}
          {\let\etb@resrvda#1%
           \@tempswafalse}%
        \ifdefparam\etb@resrvda
          {\etb@ifscanable\etb@resrvda
             {\etb@robustify\etb@resrvda
              \let#1\etb@resrvda}
             {\etb@error{Failed to robustify \string#1}
                {The command is special and cannot be
                 handled by \string\robustify.}%
              \@tempswafalse}}
          {\protected\edef#1{\expandonce\etb@resrvda}}
        \if@tempswa
          \ifcsdef{\string#1 }
            {}
            {\csundef{\expandafter\@gobble\string#1 }}%
        \fi
        \undef\etb@resrvda}
       {\etb@error{\string#1 not a macro}\@eha}}}

\def\etb@robustify#1{%
  \begingroup
  \edef\etb@resrvdb{%
    \def\noexpand\etb@resrvdb####1\detokenize{macro}:####2->####3&{%
      \protected####1\def\string#1\space####2{####3}}%
    \edef\noexpand\etb@resrvdb{%
      \noexpand\etb@resrvdb\meaning#1&}}%
  \etb@resrvdb
  \etb@patchcmd@scantoks\etb@resrvdb}

%  {<cstoken>}{<search>}{<true}{<false>}
% *{<cstoken>}{<true}{<false>}

\newrobustcmd{\ifpatchable}{%
  \etb@dbg@trce\ifpatchable
  \begingroup
  \@makeother\#%
  \@ifstar\etb@ifpatchable@i\etb@ifpatchable}

\long\def\etb@ifpatchable#1#2{%
  \endgroup
  \etb@dbg@init#1%
  \ifundef{#1}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#1}
       {\etb@dbg@info{mac}%
        \etb@ifscanable{#1}
          {\etb@ifhashcheck{#2}
             {\etb@dbg@info{tok}%
              \etb@ifpattern#1{#2}
                 {\etb@dbg@info{pat}%
                  \etb@dbg@info{pos}\@firstoftwo}
                 {\etb@dbg@fail{pat}\@secondoftwo}}
             {\etb@dbg@fail{hsh}\@secondoftwo}}
          {\etb@dbg@fail{tok}\@secondoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

\long\def\etb@ifpatchable@i#1{%
  \endgroup
  \etb@dbg@init#1%
  \ifundef{#1}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#1}
       {\etb@dbg@info{mac}%
        \ifdefparam{#1}
          {\etb@dbg@info{prm}%
           \etb@ifscanable{#1}
             {\etb@dbg@info{tok}%
              \etb@dbg@info{pos}\@firstoftwo}
             {\etb@dbg@fail{tok}\@secondoftwo}}
          {\etb@dbg@info{prl}%
           \ifdefprotected{#1}
             {\etb@dbg@info{pro}}
             {}%
           \etb@dbg@info{pos}\@firstoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

% [<prefix>]{<cstoken>}{<search>}{<replace>}{<success>}{<failure>}

\newrobustcmd*{\patchcmd}{%
  \etb@dbg@trce\patchcmd
  \begingroup
  \@makeother\#%
  \etb@patchcmd}

\newcommand{\etb@patchcmd}[4][########1]{%
  \etb@ifpatchable#2{#3}
    {\etb@dbg@succ{ret}%
     \begingroup
     \edef\etb@resrvda{%
       \def\noexpand\etb@resrvda####1\detokenize{macro:}####2->####3&{%
         #1\def\string\etb@resrvda\space####2{\noexpand\etb@resrvdb####3&}}%
       \def\noexpand\etb@resrvdb####1\detokenize{#3}####2&{%
         ####1\detokenize{#4}####2}%
       \edef\noexpand\etb@resrvda{%
         \noexpand\etb@resrvda\meaning#2&}}%
     \etb@resrvda
     \etb@patchcmd@scantoks\etb@resrvda
     \let#2\etb@resrvda
     \undef\etb@resrvda
     \@firstoftwo}
    {\@secondoftwo}}

\def\etb@patchcmd@scantoks#1{%
  \edef\etb@resrvda{\endgroup
    \unexpanded{\makeatletter\scantokens}{#1}%
    \catcode\number`\@=\the\catcode`\@\relax}%
  \etb@resrvda}

% {<cstoken>}{<code>}{<success>}{<failure>}

\newrobustcmd*{\apptocmd}{%
  \etb@dbg@trce\apptocmd
  \begingroup
  \@makeother\#%
  \etb@hooktocmd\etb@append}

\newrobustcmd*{\pretocmd}{%
  \etb@dbg@trce\pretocmd
  \begingroup
  \@makeother\#%
  \etb@hooktocmd\etb@prepend}

\long\def\etb@hooktocmd#1#2#3{%
  \endgroup
  \etb@dbg@init#2%
  \ifundef{#2}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#2}
       {\etb@dbg@info{mac}%
        \ifdefparam{#2}
          {\etb@dbg@info{prm}%
           \etb@ifscanable{#2}
             {\etb@ifhashcheck{#3}
                {\etb@dbg@info{tok}%
                 \etb@dbg@succ{ret}%
                 \etb@hooktocmd@i#1#2{#3}%
                 \@firstoftwo}
                {\etb@dbg@fail{hsh}\@secondoftwo}}
             {\etb@dbg@fail{tok}\@secondoftwo}}
          {\etb@dbg@info{prl}%
           \ifdefprotected{#2}
             {\etb@dbg@info{pro}%
              \etb@dbg@succ{red}%
              \protected}
             {\etb@dbg@succ{red}}%
           \edef#2{#1{\expandonce#2}{\unexpanded{#3}}}%
           \@firstoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

\long\def\etb@hooktocmd@i#1#2#3{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{macro}:####2->####3&{%
      ####1\def\string\etb@resrvda\space####2{#1{####3}{\detokenize{#3}}}}%
    \edef\noexpand\etb@resrvda{%
      \noexpand\etb@resrvda\meaning#2&}}%
  \etb@resrvda
  \etb@patchcmd@scantoks\etb@resrvda
  \let#2\etb@resrvda
  \undef\etb@resrvda}

\long\def\etb@append#1#2{#1#2}
\long\def\etb@prepend#1#2{#2#1}

\newrobustcmd*{\tracingpatches}{%
  \etb@info{Enabling tracing}%
  \input{etoolbox.def}%
  \global\let\tracingpatches\relax}
\@onlypreamble\tracingpatches

\let\etb@dbg@trce\@gobble
\let\etb@dbg@init\@gobble
\let\etb@dbg@info\@gobble
\let\etb@dbg@succ\@gobble
\let\etb@dbg@fail\@gobble

% {<numeral>}

\newcommand{\rmntonum}[1]{%
  \ifblank{#1}
    {}
    {\expandafter\etb@rti@end\number\numexpr
     \expandafter\etb@rti@prs\detokenize{#1}&\relax}}

\def\etb@rti@prs#1#2{%
  \ifx&#1%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi
  {#1#2}
  {\ifx&#2%
     \expandafter\@firstoftwo
   \else
     \expandafter\@secondoftwo
   \fi
   {\etb@rti@chk#1+\etb@rti@num#1#2}
   {\etb@rti@chk#1\etb@rti@chk#2%
    \ifnum\etb@rti@num#1<\etb@rti@num#2 %
      \expandafter\@firstoftwo
    \else
      \expandafter\@secondoftwo
    \fi
    {+\etb@rti@num#2-\etb@rti@num#1\etb@rti@prs}
    {+\etb@rti@num#1\etb@rti@prs#2}}}}

\def\etb@rti@chk#1{%
  \ifcsname etb@rmn@#1\endcsname
  \else
    \expandafter\etb@rti@brk
  \fi}

\def\etb@rti@brk#1&{+\z@&-1}
\def\etb@rti@end#1&#2\relax{\ifblank{#2}{#1}{#2}}
\def\etb@rti@num#1{\csname etb@rmn@#1\endcsname}

\chardef\etb@rmn@i=1
\chardef\etb@rmn@I=1
\chardef\etb@rmn@v=5
\chardef\etb@rmn@V=5
\chardef\etb@rmn@x=10
\chardef\etb@rmn@X=10
\chardef\etb@rmn@l=50
\chardef\etb@rmn@L=50
\chardef\etb@rmn@c=100
\chardef\etb@rmn@C=100
\mathchardef\etb@rmn@d=500
\mathchardef\etb@rmn@D=500
\mathchardef\etb@rmn@m=1000
\mathchardef\etb@rmn@M=1000

% {<numeral>}{<true>}{<false>}

\newcommand{\ifrmnum}[1]{%
  \ifblank{#1}
    {\@secondoftwo}
    {\expandafter\etb@ifr@prs\detokenize{#1}\relax}}

\def\etb@ifr@prs#1{%
  \ifx\relax#1%
    \expandafter\@firstoftwo
  \else
    \ifcsname etb@rmn@#1\endcsname
      \expandafter\expandafter
      \expandafter\etb@ifr@prs
    \else
      \expandafter\expandafter
      \expandafter\etb@ifr@brk
    \fi
  \fi}

\def\etb@ifr@brk#1\relax{\@secondoftwo}

% <*>{<command>}{<separator>}

\newrobustcmd*{\DeclareListParser}{%
  \@ifstar
    {\etb@defparser\etb@defparser@arg}
    {\etb@defparser\etb@defparser@do}}

\def\etb@defparser#1#2#3{%
  \@ifdefinable#2{#1{#2}{#3}}}

\def\etb@defparser@do#1#2{%
  \begingroup
  \edef\@tempa{\endgroup
    \long\def\noexpand#1####1{%
      \expandafter\noexpand
      \csname etb@lst@\expandafter\@gobble\string#1\endcsname
      \space####1\noexpand#2&}%
    \long\csdef{etb@lst@\expandafter\@gobble\string#1}####1\noexpand#2####2&{%
      \noexpand\etb@listitem\noexpand\do{####1}%
      \noexpand\ifblank{####2}
        {\noexpand\listbreak}
        {\expandafter\noexpand
         \csname etb@lst@\expandafter\@gobble\string#1\endcsname
	 \space####2}&}}%
  \@tempa}

\def\etb@defparser@arg#1#2{%
  \begingroup
  \edef\@tempa{\endgroup
    \long\def\noexpand#1####1####2{%
      \expandafter\noexpand
      \csname etb@lst@\expandafter\@gobble\string#1\endcsname
      {####1}\space####2\noexpand#2&}%
    \long\csdef{etb@lst@\expandafter\@gobble\string#1}####1####2\noexpand#2####3&{%
      \noexpand\etb@listitem{####1}{####2}%
      \noexpand\ifblank{####3}
        {\noexpand\listbreak}
        {\expandafter\noexpand
         \csname etb@lst@\expandafter\@gobble\string#1\endcsname
	 {####1}\space####3}&}}%
  \@tempa}

\long\def\etb@listitem#1#2{%
  \ifblank{#2}
    {}
    {\expandafter\etb@listitem@i
     \expandafter{\@firstofone#2}{#1}}}
\long\def\etb@listitem@i#1#2{#2{#1}}

\newcommand*{\listbreak}{}
\long\def\listbreak#1&{}

% {<item1>,<item2>,...} => \do{<item1>}\do{<item2>}...

\DeclareListParser{\docsvlist}{,}

% {<handler>}{<item1>,<item2>,...} => <handler>{<item1>}<handler>{<item2>}...

\DeclareListParser*{\forcsvlist}{,}

% {<listmacro>}{<string>}

\newrobustcmd{\listadd}[2]{%
  \ifblank{#2}{}{\appto#1{#2|}}}
\newrobustcmd{\listeadd}[2]{%
  \begingroup
  \edef\etb@tempa{\endgroup\noexpand\ifblank{#2}}%
  \etb@tempa{}{\eappto#1{#2|}}}
\newrobustcmd{\listgadd}[2]{%
  \ifblank{#2}{}{\gappto#1{#2|}}}
\newrobustcmd{\listxadd}[2]{%
  \begingroup
  \edef\etb@tempa{\endgroup\noexpand\ifblank{#2}}%
  \etb@tempa{}{\xappto#1{#2|}}}

% {<listcsname>}{<string>}

\newrobustcmd{\listcsadd}[1]{%
  \expandafter\listadd\csname#1\endcsname}
\newrobustcmd{\listcseadd}[1]{%
  \expandafter\listeadd\csname#1\endcsname}
\newrobustcmd{\listcsgadd}[1]{%
  \expandafter\listgadd\csname#1\endcsname}
\newrobustcmd{\listcsxadd}[1]{%
  \expandafter\listxadd\csname#1\endcsname}

% {<string>}{<listmacro>}{<true>}{<false>}

\newrobustcmd{\ifinlist}[2]{%
  \begingroup
  \def\etb@tempa##1|#1|##2&{\endgroup
    \ifblank{##2}\@secondoftwo\@firstoftwo}%
  \expandafter\etb@tempa\expandafter|#2|#1|&}

\newrobustcmd{\xifinlist}[1]{%
  \begingroup
  \edef\etb@tempa{\endgroup\ifinlist{#1}}%
  \etb@tempa}

% {<string>}{<listcsname>}{<true>}{<false>}

\newrobustcmd{\ifinlistcs}[2]{%
  \expandafter\etb@ifinlistcs@i\csname #2\endcsname{#1}}
\long\def\etb@ifinlistcs@i#1#2{\ifinlist{#2}{#1}}

\newrobustcmd{\xifinlistcs}[1]{%
  \begingroup
  \edef\etb@tempa{\endgroup\ifinlistcs{#1}}%
  \etb@tempa}

% {<handler>}{<listmacro>} => <handler>{<item1>}<handler>{<item2>}...

\newcommand*{\forlistloop}[2]{%
  \expandafter\etb@forlistloop\expandafter{#2}{#1}}

\long\def\etb@forlistloop#1#2{\etb@forlistloop@i{#2}#1|&}

\long\def\etb@forlistloop@i#1#2|#3&{%
  \ifblank{#2}
    {}
    {#1{#2}}%
  \ifblank{#3}
    {\listbreak}
    {\etb@forlistloop@i{#1}#3}%
  &}

% {<handler>}{<listcsname>} => <handler>{<item1>}<handler>{<item2>}...

\newcommand*{\forlistcsloop}[2]{%
  \expandafter\expandafter\expandafter\etb@forlistloop
  \expandafter\expandafter\expandafter{\csname#2\endcsname}{#1}}

% {<listmacro>} => \do{<item1>}\do{<item2>}...

\newcommand*{\dolistloop}{\forlistloop\do}

% {<listcsname>} => \do{<item1>}\do{<item2>}...

\newcommand*{\dolistcsloop}{\forlistcsloop\do}

% {<code>}

\newrobustcmd*{\AtEndPreamble}{\gappto\@endpreamblehook}
\newcommand*{\@endpreamblehook}{}

\preto\document{%
  \endgroup
  \let\AtEndPreamble\@firstofone
  \@endpreamblehook
  \protected\def\AtEndPreamble{\@notprerr\@gobble}%
  \undef\@endpreamblehook
  \begingroup}

% {<code>}

\newrobustcmd*{\AfterPreamble}{\AtBeginDocument}
\AtEndPreamble{\let\AfterPreamble\@firstofone}

% {<code>}

\newrobustcmd*{\AfterEndPreamble}{\gappto\@afterendpreamblehook}
\newcommand*{\@afterendpreamblehook}{}

\appto\document{%
  \let\AfterEndPreamble\@firstofone
  \@afterendpreamblehook
  \protected\def\AfterEndPreamble{\@notprerr\@gobble}%
  \undef\@afterendpreamblehook
  \ignorespaces}

\AtEndDocument{\let\AfterEndPreamble\@gobble}

% {<code>}

\newrobustcmd*{\AfterEndDocument}{\gappto\@afterenddocumenthook}
\newcommand*{\@afterenddocumenthook}{}

\patchcmd\enddocument
  {\deadcycles}
  {\let\AfterEndDocument\@firstofone
   \@afterenddocumenthook
   \deadcycles}
  {}
  {\let\etb@@end\@@end
   \def\@@end{%
     \let\AfterEndDocument\@firstofone
     \@afterenddocumenthook
     \etb@@end}}

% {<environment>}{<code>}

\newrobustcmd{\AtBeginEnvironment}[1]{%
  \csgappto{@begin@#1@hook}}

\patchcmd\begin
  {\csname #1\endcsname}
  {\csuse{@begin@#1@hook}%
   \csname #1\endcsname}
  {}
  {\etb@warning{%
     Patching '\string\begin' failed!\MessageBreak
     '\string\AtBeginEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\AtEndEnvironment}[1]{%
  \csgappto{@end@#1@hook}}

\patchcmd\end
  {\csname end#1\endcsname}
  {\csuse{@end@#1@hook}%
   \csname end#1\endcsname}
  {}
  {\etb@warning{%
     Patching '\string\end' failed!\MessageBreak
     '\string\AtEndEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\BeforeBeginEnvironment}[1]{%
  \csgappto{@beforebegin@#1@hook}}

\pretocmd\begin
  {\csuse{@beforebegin@#1@hook}}
  {}
  {\etb@warning{%
     Patching '\string\begin' failed!\MessageBreak
     '\string\BeforeBeginEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\AfterEndEnvironment}[1]{%
  \csgappto{@afterend@#1@hook}}

\patchcmd\end
  {\if@ignore}
  {\csuse{@afterend@#1@hook}%
   \if@ignore}
  {}
  {\etb@warning{%
     Patching '\string\end' failed!\MessageBreak
     '\string\AfterEndEnvironment' will not work\@gobble}}

\endinput
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%%========Is based on the idea of framed.sty========%%
%%==================================================%%
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%%$Id: mdframed.sty 103 2010-12-22 16:46:10Z marco $
%%$Rev: 103 $
%%$Author: marco $
%%$Date: 2010-12-22 17:46:10 +0100 (Mi, 22. Dez 2010) $

%% Allgemeine Angaben
\def\mdversion{v0.6a}
\def\mdframedpackagename{mdframed}
\def\md@maindate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }
\NeedsTeXFormat{LaTeX2e}
\ProvidesPackage{mdframed}[\md@maindate@svn$Id: mdframed.sty 103 2010-12-22 16:46:10Z marco $ \mdversion: \mdframedpackagename]

%%==================================================%%
%%=============== Benoetigte Pakete ================%%
%%==================================================%%

\newcommand*\md@PackageWarning[1]{\PackageWarning{\mdframedpackagename}{#1}}
\newcommand*\md@PackageInfo[1]{\PackageInfo{\mdframedpackagename}{#1}}
\newcommand*\md@LoadFile@IfExist[1]{%
 \IfFileExists{#1.sty}{%
          \RequirePackage{#1}%
        }{%
        \md@PackageWarning{The package #1 does not exist\MessageBreak
                           but it is required by \mdframedpackagename}%
       }
}
\md@LoadFile@IfExist{kvoptions}

\md@LoadFile@IfExist{etex}

\md@LoadFile@IfExist{calc}

\md@LoadFile@IfExist{color}


%Eingearbeitet in Optionen
%\md@LoadFile@IfExist{pstricks}
%\md@LoadFile@IfExist{pstricks}

\md@LoadFile@IfExist{etoolbox}

\SetupKeyvalOptions{family=mdf,prefix=mdf@}

%%==================================================%%
%%========Hilfsmakro zur Bestimmung ob Laenge=======%%
%%============= IDEE: Martin Scharrer ==============%%
%%==================================================%%

%%%\md@iflength{<EINGABE>}{<IST LAENGE>}{<IST KEINE LAENGE>}
\newlength{\md@templength}
\def\md@iflength#1{%
  \afterassignment\md@iflength@check%
  \md@templength=#1\mdf@defaultunit\relax\relax
  \expandafter\endgroup\next
}
\def\md@iflength@check#1{%
  \begingroup
  \ifx\relax#1\@empty
    \def\next{\@secondoftwo}
  \else
    \def\next{\@firstoftwo}
    \expandafter\md@iflength@cleanup
  \fi
}
\def\md@iflength@cleanup#1\relax{}

%%\def\md@@iflength#1{
%%       \begingroup
%%       \def\@tempa{#1}
%%       \md@iflength{\@tempa}{%
%%             \expandafter\global\expandafter%
%%             \edef\csname #1\endcsname{\the\md@templength}%
%%            }{%
%%             \expandafter\global\expandafter%
%%             \edef\csname #1\endcsname{\the\md@templength}%
%%            }%
%%       \endgroup%
%%}

%%==================================================%%
%%==================== Optionen ====================%%
%%==================================================%%


%Festlegung welcher Stildatei
%% 0 := tex-Kommandos -- rule
%% 1 := tikz
%% 2 := tikz-erweitert
%% 3 := pstricks-einfach
%% 4 := pstricks-erweitert

\DeclareStringOption[0]{style}

\define@key{mdf}{globalstyle}[\mdf@style]{%
      \renewcommand*{\do}[1]{%
          \def\@tempa{##1}
          \ifcase\number\@tempa\relax
             %0 <- kein Grafikpaket
          \or
             \md@LoadFile@IfExist{tikz}
             %1 <- tikz wird benoetigt
          \or
             \md@LoadFile@IfExist{tikz}
             %2 <- tikz wird benoetigt
          \or
             \md@LoadFile@IfExist{pstricks-add}
             %3 <- pstricks wird benoetigt
          \or
             \md@LoadFile@IfExist{pstricks-add}
             %4 <- pstricks wird benoetigt
          \else
            \md@PackageWarning{Unknown global style \@tempa}
          \fi
      }%
      \docsvlist{\mdf@style,#1}%
 }

%%%%Optionen mit Laengen

\newcommand*\mdf@skipabove{\z@}
\newcommand*\mdfl@skipabove{}
\newlength\mdf@skipabove@length
\deflength\mdf@skipabove@length{\z@}
\define@key{mdf}{skipabove}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@skipabove{\the\md@templength}}%
            {\global\edef\mdfl@skipabove{\the\md@templength}}
\let\mdf@skipabove\mdfl@skipabove
\setlength\mdf@skipabove@length{\mdf@skipabove}
}

\newcommand*\mdf@skipbelow{\z@}
\newcommand*\mdfl@skipbelow{}
\newlength\mdf@skipbelow@length
\deflength\mdf@skipbelow@length{\z@}
\define@key{mdf}{skipbelow}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@skipbelow{\the\md@templength}}%
            {\global\edef\mdfl@skipbelow{\the\md@templength}}
\let\mdf@skipbelow\mdfl@skipbelow
\setlength\mdf@skipbelow@length{\mdf@skipbelow}
}

\newcommand*\mdf@leftmargin{\z@}
\newcommand*\mdfl@leftmargin{}
\newlength\mdf@leftmargin@length
\deflength\mdf@leftmargin@length{\z@}
\define@key{mdf}{leftmargin}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@leftmargin{\the\md@templength}}%
            {\global\edef\mdfl@leftmargin{\the\md@templength}}
\let\mdf@leftmargin\mdfl@leftmargin
\setlength\mdf@leftmargin@length{\mdf@leftmargin}
}

\newcommand*\mdf@rightmargin{\z@}
\newcommand*\mdfl@rightmargin{}
\newlength\mdf@rightmargin@length
\deflength\mdf@rightmargin@length{\z@}
\define@key{mdf}{rightmargin}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@rightmargin{\the\md@templength}}%
            {\global\edef\mdfl@rightmargin{\the\md@templength}}
\let\mdf@rightmargin\mdfl@rightmargin
\setlength\mdf@rightmargin@length{\mdf@rightmargin}
}

\newcommand*\mdf@margin{20pt}
\newcommand*\mdfl@margin{}
\newlength\mdf@margin@length
\deflength\mdf@margin@length{20pt}
\define@key{mdf}{margin}[20pt]{%
     \md@PackageWarning{The option margin is obsolote and no longer used\MessageBreak
                        use instead innerleftmargin and innerrightmargin\MessageBreak
                        For more details look at the documentation \mdframedpackagename}%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@margin{\the\md@templength}}%
            {\global\edef\mdfl@margin{\the\md@templength}}
\let\mdf@margin\mdfl@margin
\setlength\mdf@margin@length{\mdf@margin}
}

\newcommand*\mdf@innerleftmargin{10pt}
\newcommand*\mdfl@innerleftmargin{}
\newlength\mdf@innerleftmargin@length
\deflength\mdf@innerleftmargin@length{10pt}
\define@key{mdf}{innerleftmargin}[10pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerleftmargin{\the\md@templength}}%
            {\global\edef\mdfl@innerleftmargin{\the\md@templength}}
\let\mdf@innerleftmargin\mdfl@innerleftmargin
\setlength\mdf@innerleftmargin@length{\mdf@innerleftmargin}
}

\newcommand*\mdf@innerrightmargin{10pt}
\newcommand*\mdfl@innerrightmargin{}
\newlength\mdf@innerrightmargin@length
\deflength\mdf@innerrightmargin@length{10pt}
\define@key{mdf}{innerrightmargin}[10pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerrightmargin{\the\md@templength}}%
            {\global\edef\mdfl@innerrightmargin{\the\md@templength}}
\let\mdf@innerrightmargin\mdfl@innerrightmargin
\setlength\mdf@innerrightmargin@length{\mdf@innerrightmargin}
}



\newcommand*\mdf@innertopmargin{0.4\baselineskip}
\newcommand*\mdfl@innertopmargin{}
\newlength\mdf@innertopmargin@length
\deflength\mdf@innertopmargin@length{0.4\baselineskip}
\define@key{mdf}{innertopmargin}[0.4\baselineskip]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innertopmargin{\the\md@templength}}%
            {\global\edef\mdfl@innertopmargin{\the\md@templength}}
\let\mdf@innertopmargin\mdfl@innertopmargin
\setlength\mdf@innertopmargin@length{\mdf@innertopmargin}
}

\newcommand*\mdf@innerbottommargin{0.4\baselineskip}
\newcommand*\mdfl@innerbottommargin{}
\newlength\mdf@innerbottommargin@length
\deflength\mdf@innerbottommargin@length{0.4\baselineskip}
\define@key{mdf}{innerbottommargin}[0.4\baselineskip]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerbottommargin{\the\md@templength}}%
            {\global\edef\mdfl@innerbottommargin{\the\md@templength}}
\let\mdf@innerbottommargin\mdfl@innerbottommargin
\setlength\mdf@innerbottommargin@length{\mdf@innerbottommargin}
}


\newcommand*\mdf@splittopskip{\z@}
\newcommand*\mdfl@splittopskip{}
\newlength\mdf@splittopskip@length
\deflength\mdf@splittopskip@length{\z@}
\define@key{mdf}{splittopskip}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@splittopskip{\the\md@templength}}%
            {\global\edef\mdfl@splittopskip{\the\md@templength}}
\let\mdf@splittopskip\mdfl@splittopskip
\setlength\mdf@splittopskip@length{\mdf@splittopskip}
}



\newcommand*\mdf@splitbottomskip{\z@}
\newcommand*\mdfl@splitbottomskip{}
\newlength\mdf@splitbottomskip@length
\deflength\mdf@splitbottomskip@length{\z@}
\define@key{mdf}{splitbottomskip}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@splitbottomskip{\the\md@templength}}%
            {\global\edef\mdfl@splitbottomskip{\the\md@templength}}
\let\mdf@splitbottomskip\mdfl@splitbottomskip
\setlength\mdf@splitbottomskip@length{\mdf@splitbottomskip}
}


%% Linienstaerken
\newcommand*\mdf@linewidth{0.4pt}
\newcommand*\mdfl@linewidth{}
\newlength\mdf@linewidth@length
\deflength\mdf@linewidth@length{0.4pt}
\define@key{mdf}{linewidth}[0.4pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@linewidth{\the\md@templength}}%
            {\global\edef\mdfl@linewidth{\the\md@templength}}
\let\mdf@linewidth\mdfl@linewidth
\setlength\mdf@linewidth@length{\mdf@linewidth}%
\ifnumequal{\mdf@style}{1}{%
\deflength\mdf@middlelinewidth@length{\mdf@linewidth@length}%
}{}%
}

\newcommand*\mdf@innerlinewidth{\z@}
\newcommand*\mdfl@innerlinewidth{}
\newlength\mdf@innerlinewidth@length
\deflength\mdf@innerlinewidth@length{\z@}
\define@key{mdf}{innerlinewidth}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerlinewidth{\the\md@templength}}%
            {\global\edef\mdfl@innerlinewidth{\the\md@templength}}
\let\mdf@innerlinewidth\mdfl@innerlinewidth
\setlength\mdf@innerlinewidth@length{\mdf@innerlinewidth}
}

\newcommand*\mdf@middlelinewidth{\mdf@linewidth}
\newcommand*\mdfl@middlelinewidth{}
\newlength\mdf@middlelinewidth@length
\deflength\mdf@middlelinewidth@length{\mdf@linewidth@length}
\define@key{mdf}{middlelinewidth}[\mdf@linewidth]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@middlelinewidth{\the\md@templength}}%
            {\global\edef\mdfl@middlelinewidth{\the\md@templength}}
\let\mdf@middlelinewidth\mdfl@middlelinewidth
\setlength\mdf@middlelinewidth@length{\mdf@middlelinewidth}
}

\newcommand*\mdf@outerlinewidth{\z@}
\newcommand*\mdfl@outerlinewidth{}
\newlength\mdf@outerlinewidth@length
\deflength\mdf@outerlinewidth@length{\z@}
\define@key{mdf}{outerlinewidth}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@outerlinewidth{\the\md@templength}}%
            {\global\edef\mdfl@outerlinewidth{\the\md@templength}}
\let\mdf@outerlinewidth\mdfl@outerlinewidth
\setlength\mdf@outerlinewidth@length{\mdf@outerlinewidth}
}

\newcommand*\mdf@roundcorner{\z@}
\newcommand*\mdfl@roundcorner{}
\newlength\mdf@roundcorner@length
\deflength\mdf@roundcorner@length{\z@}
\define@key{mdf}{roundcorner}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@roundcorner{\the\md@templength}}%
            {\global\edef\mdfl@roundcorner{\the\md@templength}}
\let\mdf@roundcorner\mdfl@roundcorner
\setlength\mdf@roundcorner@length{\mdf@roundcorner}
}

%Unterstuetzung der Optionen fuer pstricks
\def\mdf@psset@local{}
\define@key{mdf}{pstrickssetting}{%
  \def\mdf@psset@local{#1}
}


%%Defaulunit
\DeclareStringOption[pt]{defaultunit}

%%mdframed umfasst ntheorem-Umgebung ja/nein
\DeclareBoolOption{ntheorem}

\DeclareBoolOption[true]{topline}
\DeclareBoolOption[true]{leftline}
\DeclareBoolOption[true]{bottomline}
\DeclareBoolOption[true]{rightline}


%%FARBEN
\DeclareStringOption[none]{xcolor}
\DeclareStringOption[black]{linecolor}
\DeclareStringOption[white]{backgroundcolor}
\DeclareStringOption[black]{fontcolor}
\DeclareStringOption[\mdf@linecolor]{innerlinecolor}
\DeclareStringOption[\mdf@linecolor]{outerlinecolor}
\DeclareStringOption[\mdf@backgroundcolor]{middlelinecolor}


\DeclareDefaultOption{%
   \md@PackageWarning{Unknown Option '\CurrentOption' for mdframed}}


%%==================================================%%
%%========== ENDE DER OPTIONENDEKLARATION ==========%%
%%==================================================%%

\ProcessKeyvalOptions*
\newcommand*{\mdfsetup}{\setkeys{mdf}}
\mdfsetup{globalstyle=0}

%%==================================================%%
%%========Sicherstellen der key-value-Syntax========%%
%%==================================================%%
\AtBeginDocument{
 \@ifpackageloaded{xcolor}{%
    \let\mdf@xcolor\@empty %ignoriere die Eingabe der Optionen
    }{%
     \def\@tempa{none}
    \ifx\mdf@xcolor\@tempa
    \else
     \PassOptionsToPackage{\mdf@xcolor}{xcolor}
     \RequirePackage{xcolor}
   \fi
 }
}



%%Farbabkuerzungen:
\newcommand*\mdf@@linecolor{\color{\mdf@linecolor}}
\newcommand*\mdf@@backgroundcolor{
    \ifx\mdf@backgroundcolor\@empty
    \else
         \color{\mdf@backgroundcolor}
    \fi}
\newcommand*\mdf@@fontcolor{\color{\mdf@fontcolor}}
\newcommand*\mdf@@innerlinecolor{\color{\mdf@innerlinecolor}}
\newcommand*\mdf@@outerlinecolor{\color{\mdf@outerlinecolor}}
\newcommand*\mdf@@middlelinecolor{\color{\mdf@middlelinecolor}}

%%==================================================%%
%%======= Laden der gewuenschten Style-Datei =======%%
%%==================================================%%
\ifcase\mdf@style\relax%
        \input{md-frame-0.mdf}%
      \or%
        \input{md-frame-1.mdf}%
      \or%        
        \md@PackageWarning{The style number\mdf@style does not exist\MessageBreak
                           mdframed ues instead style=0 \mdframedpackagename}%
        \input{md-frame-1.mdf}%
      \or% 
        \input{md-frame-3.mdf}%
      \else%
       \IfFileExists{md-frame-\mdf@style.mdf}{%
             \input{md-frame-\mdf@style.mdf}%
           }{%
            \input{md-frame-1.mdf}%
            \md@PackageWarning{The style number \mdf@style does not exist\MessageBreak
                           mdframed ues instead style=0 \mdframedpackagename}%
          }%
\fi%


%%==================================================%%
%%===Globale Umgebung -- noch keine Modifikation ===%%
%%==================================================%%
\def\md@margin@startenv{% latex.ltx -> \@startsection
    \if@noskipsec \leavevmode  \fi
    \par%\kern-\lastskip%
    \@tempskipa -\mdf@skipabove@length\relax
    \@afterindenttrue
    \ifdim \@tempskipa < \z@
      \@tempskipa -\@tempskipa \@afterindentfalse%
    \fi
    \if@nobreak
      \everypar{}%
    \else
      \addpenalty\@secpenalty\addvspace\@tempskipa%
      \par\kern-\ht\strutbox
    \fi%
}%


\def\mdframed{%
   \@ifnextchar[%]
       \mdframed@i\mdframed@ii}%

\def\mdframed@ii{\mdframed@i[]}%
\def\mdframed@i[#1]{% default-Umgebung
   \mdfsetup{#1}%%
   \md@margin@startenv%
   \ifmdf@ntheorem%       %%% Pruefen ob ntheorem gesetzt ist
   \ifundef{\theorempreskipamount}%
          {\md@PackageWarning{You have not loaded ntheorem yet}}%
          {\setlength{\theorempreskipamount}{0pt}%
           \setlength{\theorempostskipamount}{0pt}}%
   \fi%
   \ifnumequal{\mdf@style}{0}% 
   {\deflength{\mdf@innerlinewidth@length}{\z@}%
    \deflength{\mdf@middlelinewidth@length}{\mdf@linewidth@length}%
    \deflength{\mdf@outerlinewidth@length}{\z@}%
    \let\mdf@innerlinecolor\mdf@linecolor%
    \let\mdf@middlelinecolor\mdf@linecolor%
    \let\mdf@outerlinecolor\mdf@linecolor%
   }{}%
   \ifnumequal{\mdf@style}{3}% 
   {\deflength{\mdf@innerlinewidth@length}{\z@}%
   \deflength{\mdf@middlelinewidth@length}{\mdf@linewidth}%
    \deflength{\mdf@outerlinewidth@length}{\z@}%
    \let\mdf@innerlinecolor\mdf@linecolor%
   }{}%
   \mdframed@global@env%
   }%

\def\endmdframed{\endmdframed@global@env\endtrivlist%
\vspace{\mdf@skipbelow@length}}%

%%==================================================%%
%%==Deklaration diverser Eingabe und Hilfsparameter=%%
%%==================================================%%

\newskip\md@temp@skip@a      \md@temp@skip@a\z@    %% Hilfslaenge

\newlength\md@verticalmarginwhole@length

\newlength\mdf@xmargin@length%
\newlength\mdf@ymargin@length%
\newlength\mdfboxheight%                            %% Berechnungsvariable tikz
\newlength\mdfboxwidth%                             %% Berechnungsvariable tikz


\newlength\mdfboundingboxheight
\newlength\mdfboundingboxwidth
\newlength\mdfpositionx
\newlength\mdfpositiony



\providecommand*\ptTps{}


%%==================================================%%
%%=================== Kommentare ===================%%
%%==================================================%%

\chardef\md@arrayparboxrestore=\catcode`\|   % for debug
\catcode`\|=\catcode`\%                      % (debug: insert space after backslash)
%% Kommentare werden im Code mit | gekennzeichnet


%%==================================================%%
%%================= Platz auf Seite ================%%
%%==================================================%%
\newlength\md@freevspace@length
\def\md@freepagevspace{%
     \ifdimequal{\pagegoal}{\maxdimen}%
          {%
            \setlength{\md@freevspace@length}{\vsize}%
          }{
            \setlength{\md@freevspace@length}{\pagegoal}%
            \addtolength{\md@freevspace@length}{-\pagetotal}%
          }%
}

%%==================================================%%
%================= Breite der BOX =================%%
%%==================================================%%

% edge-leftmargin-outerlinewith-middlelinewidth-innerlinewidth-innerleftmargin-TEXTBREITE-
% innerrightmargin-innerlinewidth-middlelinewidth-outelinewith-edge
\newlength\md@horizontalspaceofbox
\def\md@horizontalmargin@equation{%
    \setlength{\md@horizontalspaceofbox}{\hsize}
    \addtolength{\md@horizontalspaceofbox}{%
                         -\mdf@leftmargin@length%
                         -\mdf@outerlinewidth@length%
                         -\mdf@middlelinewidth@length%
                         -\mdf@innerlinewidth@length%
                         -\mdf@innerleftmargin@length%
                         -\mdf@innerrightmargin@length%
                         -\mdf@innerlinewidth@length%
                         -\mdf@middlelinewidth@length%      
                         -\mdf@outerlinewidth@length%
                         -\mdf@rightmargin@length%
                        }%
  \ifboolexpr{ test {\ifnumequal{\mdf@style}{0}} or test {\ifnumequal{\mdf@style}{3}}}%
           {
           \notbool{mdf@leftline}{\addtolength{\md@horizontalspaceofbox}{%
                                    \mdf@innerlinewidth@length%
                                    +\mdf@middlelinewidth@length%      
                                    +\mdf@outerlinewidth@length%
                                 }}{}%
           \notbool{mdf@rightline}{\addtolength{\md@horizontalspaceofbox}{%
                                    \mdf@innerlinewidth@length%
                                    +\mdf@middlelinewidth@length%      
                                    +\mdf@outerlinewidth@length%
                                  }}{}%
    }{}%
    \advance\md@horizontalspaceofbox by - \width\md@arrayparboxrestore%
    %%% Beruecksichtigung, dass Auszaehlung bzw. list-Umgebung enthalten
    \ifdimless{\md@horizontalspaceofbox}{3cm}{\md@PackageWarning{You have only a width of 3cm}}{}
    \hsize=\md@horizontalspaceofbox%
}




%%==================================================%%
%%========= Seitenparameter und Strafpunkte ========%%
%%==================================================%%
\def\md@penalty@startenv{%
 \begingroup%
   \skip@\lastskip%                             %%% lastskip nur ungleich null nach section, list, figure, usw.
   \if@nobreak%
   \else 
      \penalty9999 % updates \page parameters <-pruefen
      \ifdim\pagefilstretch=\z@                 %%% pagefilstretch ist ein internes Register fuer den
                                                %%% Seitenumbruch. Es entaehlt den akkumulierten (gespeicherten) fil-Anteil
                                                %%% auf der aktuellen Seite
         \ifdim\pagefillstretch=\z@             %%% pagefillstretch ist ein internes Register fuer den
                                                %%% Seitenumbruch. Es entaehlt den akkumulierten (gespeicherten) fill-Anteil
                                                %%% auf der aktuellen Seite
            %%% nicht unendlich dehnbar, so hier foerdern eines Seitenumbruches
            \edef\@tempa{\the\skip@}%
            \edef\@tempb{\the\z@skip}%
            \ifx\@tempa\@tempb                  %%% ???????
                  \penalty-30%
            \else
                  \vskip-\skip@%
                  \penalty-30%
                  \vskip\skip@%
            \fi
         \fi
      \fi
    \penalty\z@%
    % Give a stretchy breakpoint that will always be taken in preference
    % to the \penalty 9999 used to update page parameters.  The cube root
    % of 10000/100 indicates a multiplier of 0.21545, but the maximum 
    % calculated badness is really 8192, not 10000, so the multiplier
    % is 0.2301. 
    \advance\skip@ \z@ plus-.5\baselineskip%
    \advance\skip@ \z@ plus-.231\height%
    \advance\skip@ \z@ plus-.231\skip@%
    \advance\skip@ \z@ plus-.231\topsep%
    \vskip-\skip@ \penalty 1800 \vskip\skip@%
  \fi
 \addvspace{\topsep}%
 \endgroup%
 % clear out pending page break
 \nobreak \vskip 2\baselineskip \vskip\height%     %%%\@M=10000
 \penalty9999 \vskip -2\baselineskip \vskip-\height%
 \penalty9999 % updates \pagetotal
}%


%%==================================================%%
%%============Start der globalen Umgebung===========%%
%%==================================================%%
\newskip\md@temp@frame@hsize \md@temp@frame@hsize=0pt%
\newskip\md@temp@frame@vsize \md@temp@frame@vsize=0pt%

\def\mdframed@global@env{\relax%
   \let\width\z@%
   \let\height\z@%
   \md@penalty@startenv%
   \def\@doendpe{\@endpetrue%                      %%% SIEHE LATEX.ltx -- ersten Absatz ignorieren
                 \def\par{\@restorepar\par\@endpefalse}%
                 \everypar{{\setbox\z@\lastbox}\everypar{}\@endpefalse}%
                }%
   \md@horizontalmargin@equation%
   \setbox\@tempboxa%
       \vbox\bgroup\@doendpe%
                 \begingroup%                %%% zweites begingroup noetig, dass fontcolor gesetzt werden kann
                 \mdf@@fontcolor%            %%% Setzen der Schriftfarbe
                 \textwidth\md@horizontalspaceofbox \columnwidth\md@horizontalspaceofbox%
}%

\def\endmdframed@global@env{\par%
     \kern\z@%
     \hrule\@width\md@horizontalspaceofbox\@height\z@%   
     \penalty-100 % put depth into height
   \endgroup%
 \egroup%
 \begingroup%
  \mdf@@fontcolor%
  \setbox\@tempboxa\vbox{\unvbox\@tempboxa}
  \md@put@frame%
 \endgroup%
}

%%==================================================%%
%%===========Ausgaberoutine -> Berechnung===========%%
%%==================================================%%

%% \md@put@frame nimmt den Inhalt der \@tempboxa und packt alles oder nur einen Teil
%% auf die Seite mit dem Rahmen.
%% Es ist rekursiv, solange alles von der \@tempboxa aufgebraucht ist (\@tempboxa muss die Tiefe 0 haben.)
%% Erste Iteration: Versuche alles in einen Rahmen zu bekommen. Falls es nicht passt, 
%% splitte es fuer die erste Rahmenumgebung
%% Spaetere Iteration: Versuche alles in den letzten Rahmen zu bekommen. Falls es nicht passt,
%% splitte es erneut. (Versuchsstadium -- Da bisher nur Anfang und Ende enthalten)



\def\md@put@frame{\relax%
   \md@freepagevspace
   \ifdimless{\md@freevspace@length}{1.999\baselineskip}
             {\md@PackageInfo{Not enough space on this page}%die Seite hat nur noch minimal Platz
              \clearpage%
              \md@put@frame
             }{%
               %Hier berechnung Box-Inhalt+Rahmen oben und unten
              \setlength{\md@verticalmarginwhole@length}{\ht\@tempboxa+\dp\@tempboxa}%
              \addtolength{\md@verticalmarginwhole@length}{%
                 \mdf@outerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@innerlinewidth@length%
                +\mdf@innertopmargin@length%
                +\mdf@innerbottommargin@length%
                +\mdf@innerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@outerlinewidth@length%
                }%
                \ifnumequal{\mdf@style}{0}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                 \ifbool{mdf@bottomline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                }{}              
                \ifnumequal{\mdf@style}{3}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                 \ifbool{mdf@bottomline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                }{}
                \ifdimless{\md@verticalmarginwhole@length}{\md@freevspace@length}%
                {\md@putbox@single}%passt auf Seite
                {\md@put@frame@i}%passt nicht auf Seite
             }
}

\def\md@put@frame@i{%Box muss gesplittet werden -- Ausgabe der ersten Teilbox
      %Berechnung der Splittgroesse -- Linien und Abstand oben
      \md@freepagevspace
      \setlength{\dimen@}{\md@freevspace@length}%
      \addtolength{\dimen@}{%
                -\mdf@outerlinewidth@length%
                -\mdf@middlelinewidth@length%
                -\mdf@innerlinewidth@length%
                -\mdf@innertopmargin@length%
                -\mdf@splitbottomskip@length%
                }%
      \ifnumequal{\mdf@style}{0}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\dimen@}{+\mdf@middlelinewidth@length}%
                   }%
                }{}
       \ifnumequal{\mdf@style}{3}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\dimen@}{\mdf@middlelinewidth@length}%
                   }%
                }{}
       \ifdimless{\ht\@tempboxa+\dp\@tempboxa}{\dimen@}%
         {\md@PackageWarning{You got a bad break\MessageBreak
                             you have to change it manually\MessageBreak
                             by changing the text, the space\MessageBreak
                             or something else}%
         \addtolength{\dimen@}{-1.8\baselineskip}
         }{}%
         \addtolength{\dimen@}{-\pageshrink}%Box darf nicht zu GroÃ� werden.
         \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
         \setbox\tw@\vsplit\@tempboxa to \dimen@
         \setbox\tw@\vbox{\unvbox\tw@}%
         \ifdimgreater{\ht\tw@+\dp\tw@}{\dimen@}{%Falsch gesplittet
             \setlength\dimen@i{\dimen@}
             \addtolength{\dimen@}{-\ht\tw@-\dp\tw@}
             \addtolength\dimen@i{0.5\dimen@}
             \boxmaxdepth\z@ \splittopskip\z@%
             \setbox\@tempboxa\vbox{\unvbox\tw@\unvbox\@tempboxa}
             \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
             \setbox\tw@\vsplit\@tempboxa to \dimen@i
             \setbox\tw@\vbox{\unvbox\tw@}%
             }{}%
         \setbox\@tempboxa\vbox{\unvbox\@tempboxa}%PRUEFEN!!!!
         \ifvoid\@tempboxa
           \md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the page settings\MessageBreak
                               like enlargethispage or something else}%
         \fi
         \ifdimequal{\wd\tw@}{0pt}%%pruefe, ob erste Box leer ist
            {\clearpage%
             \md@put@frame}%
          {\md@putbox@first%%Groesse des Splittens passt
           \eject%\clearpage%
           \md@put@frame@ii}%
}


\def\md@put@frame@ii{%Ausgabe der mittleren Box(en) wenn vorhanden
  \setlength{\md@freevspace@length}{\vsize}%
  \setlength{\dimen@}{\ht\@tempboxa+\dp\@tempboxa}%
  \addtolength{\dimen@}{%%Addition der Linien unten
                 \mdf@outerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@innerlinewidth@length%
                +\mdf@innerbottommargin@length%
                }%
   \ifboolexpr{( bool {mdf@bottomline} )
               and
               (  test {\ifnumequal{\mdf@style}{0}} 
                  or
                  test {\ifnumequal{\mdf@style}{3}}
              )
              }%
              {}{\addtolength{\dimen@}{-\mdf@middlelinewidth@length}}%
    \ifdimgreater{\dimen@}{\md@freevspace@length}%
    {%
        \addtolength{\md@freevspace@length}{%%Abzug der Linien unten
                    -\mdf@splitbottomskip@length%
                    }%
        \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
        \setbox\tw@\vsplit\@tempboxa to \md@freevspace@length%
        \setbox\tw@\vbox{\unvbox\tw@}%PRUEFEN!!!
        \setbox\@tempboxa\vbox{\unvbox\@tempboxa}%PRUEFEN!!!!
        \ifvoid\@tempboxa\relax%
           \md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the settings}%
         \fi%
        \md@putbox@middle%
        \clearpage\md@put@frame@ii%
     }%Hier die Ausgabe der mittleren Box
     {\ifdimequal{\wd\@tempboxa}{\z@}{\md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the settings}%
                   }{}%
      \md@putbox@second}%Hier kommt die Ausgabe der letzten Box
}




\catcode`\|=\md@arrayparboxrestore  %%%????




% \md@arrayparboxrestore has parts of \@parboxrestore, performing a similar but 
% less complete restoration of a default layout.  See how it is used in the 
% "settings" argument of \MakeFrame.  Though not a parameter, \hsize 
% should be set to the desired total line width available inside the
% frame before invoking \md@arrayparboxrestore.  
\def\md@arrayparboxrestore{%
   %%%AUS ltboxes.dtx -> \@arrayparboxrestore
   \let\if@nobreak\iffalse
   \let\if@noskipsec\iffalse  
   \let\-\@dischyph                         %%%Default \let\@dischyph=\-
   \let\'\@acci\let\`\@accii\let\=\@acciii  %%%Default: \let\@acci\' \let\@accii\` \let\@acciii\= <- Sicher gehen
                                            %%%dass Defaultwerte erhalten sind
                                            %%%Scheinen Mathesymbole zu sein ???
   % Test ob Listenumgebung enthalten ist
   \ifnum \ifdim\@totalleftmargin>\z@ 1\fi  %%%In latex.ltx->totalleftmargin=\z@, ausser in list-Umgebung:
                                            %%%\advance\@totalleftmargin \leftmargin
          \ifdim\rightmargin     >\z@ 1\fi  %%%Default \rightmargin=\z@, Ausnahme: quote usw.
          \ifnum\@listdepth      >0   1\fi  %%%Zaehler fuer Listentiefe -> Keine Liste \@listdepth=0 sonst, je Ebene +1
           0>\z@                            %%%Ist ein Parameter erfuellt, dann ist es eine Listenumgebung
     \@setminipage                          %%%Passform rund um das Element
     % Nun wird versucht, Aenderungen der Breite von \hsize entsprechend der Listenparameter zu uebergeben.
     % Dies ist defizitaer, denn eine erweiterte Moeglichkeit, Aenderungen der Textdimension anzugegeben
     % ist (noch) nicht vorgesehen, insbesondere keine getrennte linke / rechte Einstellung.
     \advance\linewidth-\columnwidth \advance\linewidth\md@horizontalspaceofbox
     \parshape\@ne \@totalleftmargin \linewidth %%% parshape definiert das Aussehen  eines Absatzes Zeile fuer Zeile.
                                                %%% Seine Parameterversorgung geschieht mittels der folgenden Syntax:
                                                %%% \parshape = n i1 l1 i2 l2 ... in ln.
                                                %%% Dabei gibt der Parameter n an, fuer wieviele Zeilen Definitionspaare folgen.
                                                %%% Jedes Definitionspaar besteht aus der Angabe i_j fuer den Einzug und
                                                %%% der Laengenangabe l_j fuer die entsprechende Zeile. Sind mehr als n Zeilen
                                                %%% vorhanden, so wird die letzte Angabe stets weiter verwendet
   \else % Not in list
     \linewidth=\md@horizontalspaceofbox
   \fi
   \sloppy
}

%%==================================================%%
%%= Sicherstellen, dass Optionen nur global setzbar=%%
%%==================================================%%

\DisableKeyvalOption[%  
  action=warning,  
  package=mdframed,    
]{mdf}{globalstyle}%


\DisableKeyvalOption[%  
  action=warning,  
  package=mdframed,    
]{mdf}{xcolor}%


\endinput
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
EOF
EOF
EOF








main/main.tex~

\RequirePackage{hyphsubst}
\documentclass[fontsize=11pt,paper=A4,BCOR=12mm,DIV=13,open=any,listof=totoc]{scrbook}
\input{../headers/paper}
\input{../headers/packages1}
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{\bfseries What is a computer?}  A {\bfseries computer} is an automatic, electronic, data-{}processing machine that takes in facts and figures known as {\bfseries data}, and then {\bfseries processes} or organizes it in some useful way.  Afterwards it {\bfseries outputs}, or displays, the results for you to see as information. Keep in mind that data is not information but rather information is derived from accurate data that are entered into a computer. Only after processing, is data transformed into information which is then used for decision making. 


When talking about computers, there are two terms which must be correctly distinguished, {\bfseries hardware} and {\bfseries software}.  Hardware is all the parts of a computer that can be seen and touched. Hardware includes the internal components that we do not usually see unless we open up our machine.  Software is all of the instructions that a computer uses to do what you ask it to do.  Pieces of software are often called {\bfseries programs} and an {\bfseries operating system} is a suite of  programs that help all the other {\bfseries programs} run. Think of software as the power behind the hardware. Without software your computer is useless. Likewise, without hardware the software can\textquotesingle{}t exist. Computers do not think for themselves so they need software, which is made to manipulate the computer\textquotesingle{}s hardware in such a way that you, the user, can understand.

A calculator is a simple computer. It is not as complex or versatile as your net book, laptop or desktop computer though. It acquires information as series of key presses and computes the result which is displayed on a small screen. Since calculators are faster than humans this creates utility in the form of time saved. They can also repeat processes much more easily than humans can. 


Many people mistakenly think that the part of the computer that normally displays pictures and text is the computer.  This is usually not true.  That part is called the {\bfseries monitor}.  The computer is usually a box .  Also, you may call the whole assembly of all the hardware (the computer and the monitor, for example) the computer.  Occasionally though, the computer and monitor are built together, for example, certain Apple computers.

There are different types of monitors.  One of these is the one already shown.  It is called a {\bfseries CRT} monitor.  It takes more power than the other popular kind, called {\bfseries LCD}s .  However, CRT monitors work faster, which makes them better for fast games because the movement will blur less.  LCDs are thinner than CRTs, but they are generally more expensive.


Monitors are only one way the computer can output information for you to see.  Another popular output device is called a {\bfseries printer} .  Printers are used to put data on paper.  This is called {\bfseries hard copy}, what monitors show is called {\bfseries soft copy}.  Computers can also output sounds through speakers; this is also soft copy.


There are also different kinds of input hardware.  The two most important of which are the {\bfseries mouse} and the {\bfseries keyboard}.  A mouse is used to move the {\bfseries cursor} (or arrow) around the {\bfseries screen} (monitor display).  A keyboard is used to enter ({\bfseries type}) letters, numbers, and other symbols  into a computer. 

Computers store all data in {\bfseries binary code}, which is a number system that only uses ones and zeros.  One digit in binary code is called a {\bfseries bit}, eight bits is called a {\bfseries byte}.  A byte is the amount of space one letter takes up.  One thing to bear in mind is that all the extra detail about how the letter looks must also be stored in binary code and so {\bfseries word processor} documents use more space than one byte per letter.

There are many different kinds of computers. The ones that most people use are called {\bfseries Personal Computers} (PCs). {\bfseries Desktop PCs} are computers that you don\textquotesingle{}t move around; they generally are a box with a monitor attached.  Smaller, portable, computers that are about the size of a briefcase are called {\bfseries laptops} or {\bfseries notebooks}.  There are also computers that are around the same size, but they have a special screen: {\bfseries Text} (letters and numbers) is written directly on the screen, these are called {\bfseries Tablet PCs}. They also do not require a mouse; the mouse gestures and clicks are done right on the screen with your finger, or a {\bfseries Stylus}.  {\bfseries Personal Digital Assistants} (PDAs) are computers so small that you can hold them in one hand. They generally also have a {\bfseries Touch Screen}, like the Tablets.  Notebooks, PDAs, and most Tablets have batteries so that you can use them where there is no power. These batteries generally last for about three to four hours before needing to be recharged.  They use LCD screens because LCDs are thinner and take less power, so the batteries will last longer, and so that they are not, say, a foot thick.  There are also much more powerful computers called {\bfseries mainframes} that can be as big as a room or a house! This is what, say, Google and Wikimedia run their websites off of. 

Now we will do something basic with the computer, turn it on and back off again!  First, turn the power on (using the button or switch on the computer), and turn the monitor on too.  After awhile and an assortment of on-{}screen pictures and words that may flash by, some form of login screen or {\bfseries dialog box} should come up.  You do not need to worry much about what it is for now. It may not appear at all, or it may be in another variation.

If it comes up, and it is like this one, you must type the correct {\bfseries login name} and {\bfseries password} in the respective boxes.  Then press the {\bfseries enter} key, or {\bfseries click} on (put the cursor on top of and push the left button on the mouse) the OK {\bfseries button} if there is one.  If the box does not come up, do not worry, nothing is wrong.  That just means the computer is set not to have a password.  We will learn more about this later.  If this box did not come up, but instead a screen that says ‘Welcome’ somewhere came up, click the picture with the correct user name beside it, type in the password (if there is one), and push the key on your keyboard that says ‘Enter’ or ‘Return’.

To turn the computer off, move your mouse to the bottom of the screen.  Usually, in the bottom left-{}hand corner it will say ‘Start’.  Click on that, and a {\bfseries menu} should pop up.  In the bottom of the menu you will see ‘Turn Off Computer\textquotesingle{}.  Click on this.  A box like Figure 1.8 will come up, just click on (1).  If a screen comes up that says ‘It is now safe to turn off your computer’, then flip the power-{}switch, otherwise your computer will turn off automatically.  It can often damage the hardware of your computer to switch it off at the plug without following this procedure first.
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{\bfseries Software}

Software is the set of instructions that tell a computer what it needs to do.


There are two kinds of software: the {\bfseries System Software} which includes the Operating System and {\bfseries Applications Software}.


{\bfseries Operating System}

Abbreviated OS, the Operating System is the resource manager which transforms sectors, bytes, interrupts and ports into files, folders, processes, and the user-{}interfaces with which you can interact.  Examples include: Microsoft Windows (XP, Vista, or 7), any flavor of Linux, and Mac OS X (An apple version of Unix).

{\bfseries Applications Software}

Also called user programs, pieces of applications software do the specific things you want.


The Operating System runs the computer and the Applications Software.  It makes sure that the Hardware and the Applications Software understand each other.  This makes it the most important piece of software on the computer.  The Operating System also comes with {\bfseries utilities}.  These are pieces of Applications Software that mostly deal with managing data.  You can also buy {\bfseries Third Party} utilities, which means a different company made them than made the Operating System.


{\bfseries Utilities}
Programs that manage, repair, and optimize data on a computer.  A basic set comes with every OS.


Applications Software does the specific things you want the computer to do, Whereas the Operating System is general instructions to the computer for controlling the Hardware, Applications Software is specific instructions that work together with the Operating System to do work for you.

There are as many different kinds of Applications Software as there are things you could want to do with a computer, however the most common are {\bfseries word processing}, {\bfseries spreadsheet}, {\bfseries presentation}, and {\bfseries database} software and all computer games.  Word processing software is used to create {\bfseries documents}, which are formatted pages of text, such as letters, memos, reports or essays.  Spreadsheet software organizes data, usually numbers, into columns and rows.  It is used mostly for accounting and has many features for doing mathematical operations.  Presentation software is used to make {\bfseries virtual} (or, simulated) slide shows and usually have all sorts of exciting features for animations and sounds that you just can’t do in a normal slide show.  Database software is an advanced way of organizing complicated information in simple formats. A database is your electronic filing cabinet.

Most computers come pre-{}installed with an OS called {\bfseries Microsoft® Windows®}.  Most OS\textquotesingle{}s and programs have the same features whether they use Windows or not, but all computers running Windows will have these features with these names.  The thing we did in the last chapter with the box that comes up when you turn on your computer is called {\bfseries logging in}.  The screen you see after logging in is called the {\bfseries Desktop}.  Most things on a computer are named after things in real life, and they are usually used similarly too.  Just like a real desktop the desktop on a computer is where you go to access all your data. However, a real desktop has a flat horizontal surface.

You can replace the Operating System with another whether or not your system gets a virus.  The most common replacement Operating System is called Linux.  It is free to download and install and software for it is freely available via the Internet.


{\bfseries Desktop}
The desktop is the area that appears right after logging in.  It contains a background picture (wallpaper),icons and the taskbar.


On the desktop are pictures with text labels under them, these pictures are called {\bfseries icons} because they represent something else.  If you move or get rid of an icon, all that means is that you have to access what they represent a different way, you haven’t gotten rid of the application software the icon is representing.  Icons usually represent programs, but sometimes they represent collections of data.  {\bfseries Double-{}clicking} (clicking twice in rapid succession) on one of these icons will open whatever it represents, the text tells you what it represents.


{\bfseries Icons}
A tiny picture that represents a program, folder, or program function.


There is a bar that is usually at the bottom of the desktop, however it may also be on any other side.  If you cannot see it, then move the cursor to the edge where it is and it will come up.  It is called the {\bfseries task-{}bar}.


{\bfseries Taskbar}
The taskbar is the bar along one side of the desktop.  It is used for launching programs or opening the window of an open program.


Along the main part of the task-{}bar is a list of all open programs, clicking on one element of this list will put that program’s {\bfseries window} (the box that a program is viewed in) on top of all other open windows.  Over on one side of the task-{}bar is a clock; beside the clock are a bunch of icons that represent open ‘invisible’ programs.  These are programs that are always running and do things ‘behind the scenes’.  This area is called the {\bfseries system tray}.  On the main part of the task-{}bar there is sometimes a small group of icons, this is called the {\bfseries quick-{}launch bar}.  Clicking on one of these icons opens whatever it represents.


{\bfseries System Tray}
The system tray holds icons for programs currently running ‘behind-{}the-{}scenes’.


On the opposite side of the task-{}bar from the clock and the system tray is a button.  A {\bfseries button} (or {\bfseries command button}) is just like a real button, when it is pushed (clicked) it does something.  Some buttons have text on them that say what they do, and some have icons representing what they do.  Some have both.


{\bfseries (Command) Buttons}
Buttons do something when you click on them.  They may be labeled by text, an icon, or both.


The quick-{}launch icons are also buttons.  Some buttons are raised to look like real buttons and some only raise up when you {\bfseries hover} (put the cursor on top of) them.  The button on the other side of the start-{}bar from the clock and system tray is called the {\bfseries start-{}button}.  When you click the start-{}button it opens the {\bfseries start-{}menu}.  The start-{}menu has icons for more programs and data collections, although it is usually programs.


{\bfseries Start button}
The Start button is a button that opens the start-{}menu.

{\bfseries Start menu}
The Start menu contains icons for all installed programs and data collections, usually for programs.


The icons that are on the desktop, the quick-{}launch bar, and the start-{}menu are usually {\bfseries shortcuts}.  On the desktop shortcuts are often indicated by a small symbol on top of the icon (

\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/1.png}
\end{center}
\raggedright{}\myfigurewithoutcaption{1}
\end{minipage}\vspace{0.75cm}

).  Shortcuts are what I meant earlier when I said ‘if you move or get rid of an icon, all that means is that you have to access what they represent a different way, you haven’t gotten rid of the actual thing’.  Icons represent all data collections and programs even if they are not shortcuts, however normally the ones on the desktop and in the start-{}menu are shortcuts.


{\bfseries Shortcuts}
Icons that are only links to the things those icons represent.


The difference between icons and shortcuts is important so be sure you understand it.  An icon is any picture that is meant to convey what something is.  The icon on the start-{}button represents the fact that it is a major part of Windows, which is why it is a Windows logo.  Shortcuts are a link to a program or data collection; the icon on a shortcut represents whatever the shortcut opens, however the same icon would be on the real thing as well.  A Venn Diagram can maybe better show this, see Figure 2.2.

You open whatever is linked to by each shortcut on the start-{}menu by clicking on it.  If any icon has a right-{}arrow beside it, then hovering over it or clicking on it will make a {\bfseries sub-{}menu} (a menu inside a menu) come out with more shortcuts on it.

Everything we just talked about is part of the Windows {\bfseries interface}.  An interface is just anything that goes between two or more things.  This interface goes between you and the computer, you could also say that the Operating System is the interface between the hardware and software.


{\bfseries Interface}
An interface, just as the name suggests, is anything that acts as or creates a medium of interaction or communication between multiple things. A {\bfseries user-{}interface} is the means of interaction between (you)the user and the computer.


There are some standard things that are on most user-{}interfaces.  We have already talked about one, buttons.  These things are called {\bfseries controls}.  Below is a table of some of the more common controls, starting with buttons:

\begin{longtable}{>{\RaggedRight}p{0.45982\linewidth}>{\RaggedRight}p{0.45982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Name of control and picture &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Description\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} (Command) Button \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/2.png}\end{center}\myfigurewithoutcaption{2}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Buttons (also called command buttons) do something when clicked.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Check box \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/3.png}\end{center}\myfigurewithoutcaption{3}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} A check box turns something on or off.  There is a check in the box if it is on, to change it click on it.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Text box \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/4.png}\end{center}\myfigurewithoutcaption{4}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Also called edit boxes, these boxes let you type text in them.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Radio button &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Also called option buttons, these boxes come in groups, you can only pick one per group.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} List box &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} These boxes contain lists of things: you can select one.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Combo box &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Also called drop-{}down boxes, these boxes are like text boxes, but they have a button on the side that, when clicked, brings up a list of things that you can pick from.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Spin button &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} These buttons increase or decrease numerical values by one when the up or down arrow half is clicked.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Scroll bar &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Click on the arrows at the top and bottom of these bars to move the screen, you can also drag the box that is on the bar.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Label &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Often overlooked, labels don’t do anything, but they sit near other controls with text in them to tell you what those things are. 
\end{longtable}


You can get a basic description of what any control does by hovering your mouse over it.  A little thing with text will pop up.  This is called a {\bfseries tool-{}tip} (or a {\bfseries ToolTip}).

Besides these there are also {\bfseries menu}s.  Menus all operate the same way as the start-{}menu.  Some of them are found at the tops of programs.  These are called {\bfseries main-{}menus} or simply menus.  Other menus are opened by {\bfseries right-{}clicking} (pushing the right mouse button over something).  These are called {\bfseries popup-{}menus}.
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There are no \textquotesingle{}real\textquotesingle{} layers though; you can’t peel off the wallpaper and see the Desktop! However there are ‘virtual’ layers, arranged with the Desktop on the bottom.  What you see behind the icons on the Desktop is called the {\bfseries wallpaper}, whereas the whole thing is the Desktop, not just the picture/colour that you see behind the icons.  Application windows are layered on top.

You can add shortcuts to your Desktop in a number of ways.  The most common way is to right-{}click on the desktop, which brings up the popup-{}menu.  On the popup-{}menu there should be a sub-{}menu labelled ‘New’, hover over this.  When the sub-{}menu pops out find the item labelled ‘Shortcut’ and click it.  A dialogue-{}box will come up asking you where the program or data collection is found.  Later we will get into how to form something to type in the box, however it is easier to just click the button beside labelled ‘Browse...’.

The {\bfseries Browse button} is a standard button that you will see often, clicking it always brings up a dialogue-{}box in which you can select programs and data collections.  Select the program or data collection you want to make a shortcut to and click the button labelled ‘OK’.  The {\bfseries OK button} is also a standard button on dialogue-{}boxes that you click to tell it that you are done filling in information and it can use that data now.  ‘OK’ is usually paired with ‘Cancel’, ‘Cancel’ closes the dialogue-{}box without doing anything.

When you have selected the correct program or data collection click the button marked ‘Next >{}’.  The {\bfseries Next button} is, again, a standard button that tells the dialogue box you are done this step and to go on to the next step in the process.  It usually comes with the {\bfseries Back button} to go to the previous step.  This dialogue-{}box also has a {\bfseries Cancel button}.  After you have clicked ‘Next’ the dialogue-{}box comes up with a text-{}box asking what you want the text under the icon to be for this shortcut.  When you have typed what you want into the box click ‘Finish’, another standard button.


{\bfseries NOTE:}  The true name of these buttons is above in bold.  However it is common computer shorthand to say Click ‘OK’ instead of Click the OK button.  We will be using this shorthand in this book.


If you do not like the text under a shortcut, you can change it.  There are three primary ways to do this.  The first one is to click on the shortcut, {\bfseries selecting} it, and then push the ‘F2’ key on your keyboard.  The text will become a text-{}box that you can type in to change what it says.  The second way is to right-{}click on the shortcut, bringing up its popup-{}menu, and select ‘Rename’ from the popup-{}menu.  The same thing will happen.  Another way to cause it to happen is to select the icon and then click on it.  Do not double-{}click!  That will open whatever it links to, select it and then click.

If you want to change the icon (picture) one your shortcut, bring up its popup-{}menu and select ‘Properties’.  Across the top of the window, just below the bar with the ‘X’ button on it (the {\bfseries title bar}), there are a bunch of {\bfseries tabs}, click the one labelled ‘Shortcut’.  Then, click the button labelled ‘Change Icon…’, in the dialogue-{}box that comes up select the new icon that you want, or click ‘Browse’ to find more files with icons.  In this same window where the ‘Change Icon’ button is, there is a text-{}box labelled ‘Target:’.  It is the same as the box with a Browse button on the first step of adding a shortcut to the Desktop, only there is no browse button.  That it what you change if you want the shortcut to link to something else.

You can also move or sort icons on the Desktop.  To sort them right-{}click on the Desktop and hover over the sub-{}menu called ‘Arrange Icons By’.  Then click on the way you want them sorted.  If you want them automatically sorted make sure the ‘Auto Arrange’ option is checked (you can check or uncheck it by clicking on it).  If you have Auto Arrange off, you can put the icons wherever you want them.  Click on one and don’t let the button go back up.  Move the cursor over to where you want the icon to be and it will move right along with it.  When you have it where you want it, let go of the mouse button.  This is called {\bfseries dragging-{}and-{}dropping}.

If you want to take an icon off the desktop there are three major ways to do it.  You can select the icon you want to remove and push the ‘Delete’ key on your keyboard.  A dialogue-{}box will come up, click ‘Yes’.  You can also drag-{}and-{}drop the icon onto the {\bfseries recycle bin}, which is an icon on the Desktop labelled exactly that.  Or you can right-{}click on the icon and click ‘Delete’.  The same dialogue-{}box will come up for you to click ‘Yes’ on.  If you did it by accident you can click ‘No’ and it won’t remove the icon.

There are other settings you can change on the Desktop.  To access them right-{}click on the Desktop and select ‘Properties’ from the popup-{}menu.  To change the wallpaper select the tab labelled ‘Wallpaper’ or ‘Desktop’.  To change what picture is displayed for wallpaper select it from the list or if it is not in the list click ‘Browse…’.  There is a combo box from which you can select whether to stretch, {\bfseries tile} (repeat by picture with itself together likes tiles), or centre the picture.  If you just want a colour for your wallpaper, then select ‘(None)’ from the list.  Sometimes there is a combo-{}type box to select the colour right there and sometimes you have to change it under the ‘Appearance’ tab.

You can also change the {\bfseries Screen-{}Saver}.  The Screen-{}Saver is a program that shows up after your computer has not been used for so long so that the monitor will not get wrecked (which can happen if the same picture is displayed on it for hours at a time).  To change the Screen-{}Saver click the tab labelled ‘Screen-{}Saver’.  There will be a combo box that lists all the Screen-{}Savers on your computer.  After you have selected the one you want you can change how long the computer waits before bringing it up in the text box with a spin button that is below the combo box.

You can also change the colour scheme of all the controls in almost all programs.  Click the ‘Appearance’ tab.  There is one or more combo boxes on this page that allow you to select different combinations of default colour schemes.  On this same page, or sometimes you have to click ‘Advanced’ to get there, are other settings.  You can select an element from one combo box, and then change it’s colour and how its text looks.  You can try experimenting with this if you want, just be sure to save your current settings so you can change back (which some versions of windows don’t allow, so don’t worry then).  You do this by clicking the ‘Save As…’ button and typing the name you want to call the colour scheme.

There is one final tab common to most versions of Windows.   It is the ‘Settings’ tab.  It is not recommended to change settings in this tab unless you know what you are doing.  Some games will give errors when you try to start them like ‘256 colours required’ or ‘This program needs 640 × 480 to run’.  This is where you set those.  There is a combo box here, selecting a different option from this box changes the number of colours your computer can display.  More colours mean more quality.  There is also a {\bfseries slider} labelled ‘Screen resolution’.  It increases or decreases the size of everything displayed on your monitor.  The larger the numbers, the smaller things are, and the smaller things are the more you can fit.  When this is set to make things smaller, some programs (or you can manually) change their stuff so that it looks the same size, allowing them to have more quality in display.
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Before we get into anything else we need a basic understanding of how a computer stores data.  Inside the computer box there are many different pieces of hardware used for storing data.  One of these is the {\bfseries memory}.  A Computer’s memory is where it stores the data that is currently in use.  So, for example, when you have a letter open and are looking at or working on it the computer stores it in memory.  All the software currently running is stored in memory too.  This kind of memory is called {\bfseries RAM} ({\bfseries Random-{}Access Memory}).  Random-{}access means that any part of the information may be read or changed randomly, the computer does not have to look through all the data in order so that it can find the right piece.  There is another kind of memory called {\bfseries ROM} ({\bfseries Read-{}Only Memory}).  {\bfseries Read-{}only} means that the data on it cannot be changed.  ROM is used to store basic information that every computer needs.


{\bfseries Random-{}access memory}
RAM is used to store the data the computer is currently using.

{\bfseries Read-{}only memory}
ROM is used to store the basic information that every computer needs.


When a computer is turned off, everything in RAM is erased.  Because this would cause you to lose your work all the time, {\bfseries disks} were created.  Disks are round flat objects, but in computer slang they are pieces of data storage hardware that do not need electricity to keep the data stored.  There are other things that do this that are not disks, however the things inside of all things called disks are round and flat, so that is how the term came to be.  All disks need to be in another piece of hardware that acts as an interface between them and the rest of the computer called a {\bfseries drive}.

There are two main kinds of disks: {\bfseries Magnetic} and {\bfseries Optical}.  Magnetic disks are the old kind and are slowly being replaced.  They store data by aligning little pieces of metal inside differently using a magnet.  Because of the way they store data magnetic disks can be erased or completely destroyed by magnets, heat, and dust.  The two most popular forms of magnetic disks are {\bfseries Hard Disks} and {\bfseries Floppy Disks}.  Hard disks are stored permanently inside their drive, which is normally installed into the computer box where you cannot see any part of it.  Hard Disks can store a lot of data, and are used to store most of the information on computers.  Floppy disks are small disks that you can pop in and out of their drive.  All you can see of their drive is a slit in the computer box with a button and a light.  You can put in different disks and then take them out and give them to someone so that you can transfer data between your computers.


{\bfseries Hard disks}
Hard disks are used to store most of the data on a computer, and can store more than anything else can.

{\bfseries Floppy disks}
Floppy disks are used to transfer data between computers, but are very small.


Optical disks are the newer kind of disk.  The most popular kind of optical disk is the {\bfseries Compact Disc} ({\bfseries CD}).  CDs can still be put into and taken out of their drive, making them good for buying programs on, and nowadays for transferring data.  Normal CDs that you buy with programs on them are {\bfseries CD-{}ROM}s.  They are called that because, like ROM, they are read-{}only.  You can also get {\bfseries CD-{}R}s and {\bfseries CD-{}RW}s, which are not read-{}only and are not erasable and erasable, respectively.  Unlike floppy disks that can store only 1.44 megabytes (MB, that’s 1 048 576 bytes, usually we estimate that it is one million), CDs can store around 700MB!  And, because CDs store their information with variations in the shape of the disk that reflects a laser differently they cannot be damaged as easily.  However, you should still never touch the shiny surface of the CD.  {\bfseries Digital Versatile Discs} ({\bfseries DVD}s) are another kind of Optical disc that work identically to CDs, however they can store much more information and transfer it at much higher speeds.  There is also a new format coming in from Japan that is smaller and faster than DVDs and stores much more information!  Today you can also get memory cards that are called {\bfseries flash memory} or, more properly, {\bfseries EEPROM}s.  These are cards that operate just like ROM that isn’t read-{}only, so they don’t lose their information when the power is cut.


{\bfseries Compact Discs}
CDs are the most popular form of optical discs.

{\bfseries Digital Versatile Discs}
Sometimes called Digital Video Discs because of their extensive use in video, DVDs can store more than CDs.


All data on a computer is stored in collections called {\bfseries file}s and {\bfseries folder}s.  A file is the most basic collection of data on a computer.  A file can store the instructions for a single program, or the data for a single letter.  Folders are collections of files.  So a file is like a piece of paper and you put it in a folder.


{\bfseries Files}
Files are the most basic data collections, they store the data for a single thing.

{\bfseries Folders}
Also called directories, folders are collections of files.


It is very necessary to sort files properly into folders so that you can find them again.  Many people have had to redo entire projects because they lost their file by putting it into the wrong folder.  Most files are named with two parts.  The first part of the filename is a description of the file.  After this comes a ‘.’ followed by the second part.  The second part of a filename is called the {\bfseries extension}.  Extensions are often three letters long and they tell you what kind of file it is.  For example ‘exe’ files (files with an extension of ‘exe’) are programs.  ‘Doc’ files are Microsoft Word documents.

Besides {\bfseries saving} (taking a file you have open in a program and writing it from memory onto a disk) there are many other file operations.  These can all be done using the same program.  This program is a utility called a {\bfseries file manager}.  There is a file manager that comes with Windows called {\bfseries Windows Explorer}, or sometimes just Explorer.  To open Explorer go to ‘Start-{}>{}Programs-{}>{}Windows Explorer’ or Right Click Start, Click Explore, and the Directory should show. Yet in Windows XP, You go ‘Start-{}>{}All Programs-{}>{}Accessories-{}>{}Windows Explorer’.


{\bfseries NOTE:}  This is a standard computer notation for menus.  When you see something that goes ‘M1-{}>{}M2-{}>{}...’ or sometimes ‘M1 >{} M2 >{} ...’ it means that you are to open the menu item M1 and then open the sub-{}menu M2 etc. and the final item is the menu item to click on.  Obviously, ‘Start’ is the start-{}menu.


Sometimes Explorer will start you off looking at your ‘My Documents’ folder, and sometimes it will start you off looking at drive C (C:).

Don’t worry if your window doesn’t look exactly like this.  Since this is our first screenshot, let’s make sure we know what were talking about.  (1) is the title bar and (2) is the main menu.  Below the menu is the {\bfseries toolbar}.  (3) is the icon representing a folder and (5) is the icon representing a file.  (4) is the icon representing a hard disk, also called hard drive, because the disks and the drive are in one, sealed, box, (this one is called ‘C:’, all drives have a letter).  (6) is what you click to view sub-{}folders.  So, if there isn’t a {\bfseries tree} (the part in the circle) below your hard drive (which should be the icon in the left-{}hand {\bfseries pane}, the part in the square, and should have a name followed by ‘(C:)’ as seen above with (4)) then click the ‘+’ (6) beside it.  This is a lot of new stuff so it may be a little bit confusing.

Now we have a tree open below our hard drive showing us all the folders that are directly in the {\bfseries root} of the hard drive.  Now should be a good time to look at the standard conventions for drives and {\bfseries path}s.  As you can see above, the {\bfseries drive letter} is always is brackets after the name of a drive.  The first (or only) floppy drive is almost always ‘A:’.  If you have a second floppy drive it will be ‘B:’.  Your first hard drive is ‘C:’ and your CD drive is ‘D:’.  If you have more hard drives the other drives change accordingly (i.e. if you have a second hard drive that is ‘D:’ and your CD drive will become ‘E:’).  You can have folders inside folders as well as files, and the drive itself acts like a folder.  So if you wanted to designate a file called ‘Letter.rtf’ that is in the folder ‘My Documents’ and that folder is found in the root of the hard drive ‘C:’, you separate the elements with a back-{}slash ‘\textbackslash{}’ and come up with ‘C:\textbackslash{}My Documents\textbackslash{}Letter.rtf’.

Now {\bfseries navigate} to your ‘My Documents’ directory.  It should be found at ‘C:\textbackslash{}My Documents’ or ‘C:\textbackslash{}Documents and Settings\textbackslash{}{$\text{[}$}Your Name{$\text{]}$}\textbackslash{}My Documents’.


{\bfseries NOTE:}  Navigate means to make it so you are looking at that in your file manager.  For example to navigate to ‘C:\textbackslash{}My Documents’ you would open the tree on ‘C:’ like we did before (or by double-{}clicking on it in the right-{}hand pane).   Then you would click the icon that is labeled ‘My Documents’, or double-{}click on this icon in the right-{}hand pane (that is, the part in the octagon).


Now, to open a file in its program, double-{}click on its icon in the right-{}hand pane.  To {\bfseries delete} (remove) files is the same as removing shortcuts from the desktop.  If you accidentally delete a file you wanted, open the Recycle Bin (double-{}click on its desktop icon) right-{}click on the file and select ‘restore’ from the popup-{}menu.  If you want to permanently get rid of all files in the Recycle Bin, right-{}click on the Recycle Bin and select ‘Empty Recycle Bin’ from the popup-{}menu.  Deleting or restoring folders works the same way.

If you are going to sort your files properly into folders, you need to know how to create them.  To create a folder, navigate to the folder you want the new folder in.  Then, right-{}click on a blank area of the right-{}hand pane to bring up the popup-{}menu.  Then select ‘New-{}>{}Folder’ from the menu.  Type the name of the folder and press ‘Enter’.  To arrange file in folders, you also need to be able to {\bfseries copy} and {\bfseries move} both files and folders.  Moving means that the file or folder goes to the new location and is no longer in the old location.  To move a file or folder, simply drag-{}and-{}drop the file or folder from where it is in the right-{}hand pane on top of the folder where you want it to be in either the right or left-{}hand pane.  Copying means that the file or folder stays where it is, and a duplicate is created in the new location.  To copy a file or folder you {\bfseries right-{}drag-{}and-{}drop} (that is, drag-{}and-{}drop by holding down the right mouse button instead of the left one) from its old location on top of the new one.  A popup-{}menu will come up asking if you want to copy, move, or create a shortcut to the file or folder.  If you want to copy, select ‘Copy Here’.

If you want to search the whole computer for a specific file or folder there are two possible ways to do it.  Some versions of Windows Explorer have a button on the toolbar that says ‘Find’, click on this.  In all versions of Windows you can go to ‘Start-{}>{}Find-{}>{}Files or Folders’ or ‘Start-{}>{}Search’.  Some versions of the search have extra features to make it easier that it displays first.  To bypass these click ‘All files and folders’.  If your version came up with text boxes right away you don’t have to do this.  Once the text boxes are up you can select what drive or folder to search from the combo box.  The topmost text box is where you type all or part of the filename.  You can also create {\bfseries wildcard searches}.  To do this you type letters that are in the filename along with symbols called {\bfseries wildcards}.  The wildcards are ‘*’ and ‘?’.  ‘*’ represents an infinite number of characters or nothing.  ‘?’ represents exactly one character.  So ‘?ello.doc’ would find ‘Hello.doc’ and ‘jello.doc’.  ‘Si*.*’ would find all files that start with ‘Si’.

Finally there are file properties.  Different kinds of files have different properties and different versions of Windows can have different kinds of properties allowed.  You can experiment with these if you want.  To open the properties for any file, right-{}click on it and select ‘Properties’.  In the window that comes up you can change all the properties of the file that can be changed.  In this window it also shows the name and location of the file and its size in bytes, kilobytes (KB, 1 024 bytes, usually estimated at 1 000 bytes), or megabytes.  It also shows the attributes, the most commonly used and useful of which is the read-{}only attribute.  When you check the read-{}only check box and click OK, Windows won’t let any program change the file.  If you uncheck the box Windows will let programs change it again.
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We’ve been moving extremely fast and covering a lot of potentially new and confusing material, so let’s take a second to review (some of you may remember this better if you try thinking about the pictures in brackets instead of the words):

\begin{myitemize}
\item{}  Computers are machines that process data (picture a giant contraption with sheets of paper containing information being fed in, and ice cream coming out)
\item{}  Go back to the table of controls in Chapter 2 and review all of those (picture something really obvious for each one, like the control panel of a sci/fi spaceship for buttons)
\item{}  The desktop is behind everything and is your access panel to everything (picture an office desk covered in switches, buttons, and knobs)
\item{}  Shortcuts are only links to other files (picture a whirlpool that looks like Mars sucking you to Mars)
\item{}  Everything, programs, shortcuts, letters, and data of all kinds is stored on the computer as files (come up with your own picture, make it interesting)
\item{}  You copy and move files by drag-{}and-{}drop (picture a ball, you pick it up and move it, then you pick it up and put it down somewhere else while it stays in the second place)
\end{myitemize}


There was much more covered (especially terms and the hardware from \mylref{2}{Chapter 1}) but this should help you get oriented and give you a good handle on where we’ve been.

Now we’re moving forward again.  The next big centre to tackle in Windows is the {\bfseries Control Panel} ({\bfseries CP}).  The Control Panel is where you change almost all the main things in Windows.  “But didn’t we change a lot of things, like the wallpaper and colours and screensaver, without going through there?”  Yes, but we took a shortcut.  Go to ‘Start-{}>{}Settings-{}>{}Control Panel’ or ‘Start-{}>{}Control Panel’ (it may come up with a window or be a sub-{}menu), then double-{}click (click if it’s a sub-{}menu) on ‘Display’.  There it is; the box that we used to change the wallpaper, screensaver, and colours


{\bfseries NOTE:}  Your Control Panel may come up looking totally different and you may be lost.  If there is no icon in your control panel called ‘Display’ then your computer is running in a ‘User Friendly’ mode.  To switch out of it into the ‘normal’ view, look at the left-{}hand side of the Control Panel window and find the option called ‘Switch to classic view’ and click this.  If you can’t find it, look at \mylref{17}{Appendix A}.


So now we’ve reached the main control centre of Windows, what’s the first thing?  How about a severe warning?  The options in the Control Panel are necessary and useful, however do not change anything unless you understand it and know what you are doing.  Blindly changing any setting can wreck havoc with your computer.

Now, on to the next item.  {\bfseries Desktop themes}!  We have already changed the way Windows looks, however Desktop Themes (or just {\bfseries Themes}) are designed to make it easier.  Navigate to ‘Start-{}>{}Settings-{}>{}Control Panel-{}>{}Desktop Themes’ or ‘Start-{}>{}Control Panel-{}>{}Display’.  These two versions of Desktop Themes are implemented very differently.  If you have a ‘Desktop Themes’ item on your Control Panel, the double click on this icon.  In the window that opens, you can select a theme from the drop down box near the top.  In the centre area, the different items will change to show you what that Theme looks like.  There are two buttons in the top right-{}hand corner of the window that allow you to preview the Screen Saver, sounds, and cursors.  The check boxes below these buttons are for selecting which parts of the Theme to apply.  So if you only want, say, the wallpaper from one Theme and everything else from another, then you would uncheck everything except for ‘Desktop wallpaper’.

If you don’t have a ‘Desktop Themes’ item on your Control Panel, then Desktop Themes for you are integrated into the Display box.  Go to the tab labelled ‘Themes’ and select the one you want from the ‘Theme:’ combo box.  Just as with the other version there is an area below that will show a preview of what the wallpaper, colours, and some of the icons will be changed to.  Click ‘Apply’ or ‘OK’ to change your settings to those determined by the Theme.

Now to get to something really useful, {\bfseries install}ing and {\bfseries uninstall}ing programs!  Most programs nowadays come on one or more CDs.  You put the CD (or the first CD) in the drive and it {\bfseries auto-{}starts} (automatically runs the installation program).  You follow the instructions, answer the questions, and voila!  Your program is ready to use.  Sometimes, however, this does not work, and what if you want to remove a program?  So, navigate to the Control Panel and open ‘Add/Remove Programs’ or ‘Add or Remove Programs’.  No matter what your version of Windows, a list will be displayed of most of the programs on your computer.  To remove a program (uninstall it), click on it in the list and then click ‘Add/Remove’ or ‘Change/Remove’ and answer the questions, if there are any.  To add (install) a new program make sure that its CD or Floppy disk is in the drive and then click ‘Install…’ or ‘Add New Programs’ and answer the questions.

Okay, that was easy, wasn’t it?  All automated and simple.  Now remember back to Chapter 1 when we logged on to the computer.  Some computers don’t have a password to log on: some never show the box.  Some computers can be set up to have multiple usernames and passwords (accounts) so that you can log into different desktops.  How can we set all this up?  From the Control Panel, of course!  Open ‘Passwords’ or ‘User Accounts’ on your Control Panel.  These two work very differently, and they are both presented below.

If your computer has the ‘Users’ item, then you have to check something before you can change the accounts.  Open the Control Panel item called ‘Passwords’.  In the window that pops up, click the ‘User Profiles’ tab ({\bfseries profile} is another word for account).  There are two radio buttons here.  Click the first one if you want to have only one account on the computer, click the second one if you want to have multiple accounts.  Then use the check boxes at the bottom to specify what things can be customised on each account.  It is recommended to check all of these.

Once you have enabled using multiple accounts, it becomes easy to create a new account.  To create a new account, just type in a different name and password when you start the computer.  Windows will automatically create the new account with that username and password to be used every time you log on with them.

If your computer has the ‘User Accounts’ item then you have a much easier way to change all of these options.  To create a new desktop click ‘Create a new account’.  The computer will ask you what you want to call the new account, this is the username.  Click ‘Next’.  The computer will then ask you if you want this to be a ‘Computer administrator’ or ‘Limited’ account.  It is recommended to run most desktops as limited accounts, however there are some programs that do not function well this way.  There are also many things you cannot do from a limited account (like create a new account, so if the instructions in this paragraph don’t work for you, then it is because you have a limited account).  Click ‘Create Account’ and you have a new desktop of that type under that name!

To change an account in ‘User Accounts’, click on it in the list at the bottom of the window.  The window will then give you the list of options of what you can change.  You can change the account name by clicking on the first option.  You can also change the password by clicking the second option or you can make your account password-{}less with the third option.   To change the picture representing the account you use the fourth option.  You change the account type from administrator to limited and vice-{}versa with the fifth option, and you assign a ‘.NET Passport’ to the account with the fifth option.  All of these options save the last one should be self-{}explanatory.  The final option will be discussed when we discuss the Internet.  If you have multiple desktops on your computer and the account selected is not the account that is currently logged on, then there appears a sixth option ‘Delete the account’.  This options starts a wizard to remove the user from the computer.

You can change the ‘Welcome screen’ (which is the log-{}on screen variation that fills the whole screen talked about in Chapter 1) to the normal log-{}on box.  To do this select ‘Change the way users log on or off’ from the main ‘User Accounts’ screen.  Then uncheck ‘Use the Welcome screen’ and click ‘Apply Options’.

All right, was that a lot of stuff or what?  Now for some concepts, first of all, {\bfseries viruses}, {\bfseries hackers},{\bfseries crackers}, {\bfseries scanners}, and {\bfseries firewalls}.  You may have heard some of these terms before.  Viruses are what people often like to blame (wrongly) for computer problems.  Computer viruses work much the same way as normal ones.  They ‘infect’ a computer by getting their files on its hard disk.  They then begin to copy themselves all over the computer and onto anything that might carry them to another computer, such as floppy disks and emails (more on emails when we talk about the Internet).  They also do damage while they are on the computer.  Many viruses do annoying things, like playing a song or slowing the computer down, however some of them delete files and erase crucial data.  Therefore many people get Virus Scanners.  There are some major benefits to scanners.  The biggest one being that they will destroy many (and maybe all) of the viruses on your computer.  Their disadvantages are that they must be updated regularly, and they slow your computer down.  They also give a false sense of security, making you think you are well protected when they may have missed something.

Crackers are people who break into computers.  Sometimes they do it for fun, sometimes for profit, sometimes to show off.  They often touch nothing.  Sometimes they will take data or erase it.  They tend to prefer government or corporate targets and seldom do serious hackers target normal people.  However, to protect against the theft of data, many people run firewalls.  Firewalls are pieces of software that identify hacker-{}like things and cut them off, providing a huge measure of protection for the home user.  A similar term, hacker, is often used to refer to crackers, however the term hacker more properly refers to someone who knows how to exploit a computer system for beneficial purposes.

We’re almost done, now for error messages.  Error messages do not always indicate an error (or at least, not what {\itshape you} call error messages).  Many so-{}called error messages are simply the program asking for more information.  The first thing to do when you see an error message is to {\itshape read it}.  Many computer experts may seem to violate this rule: that is often because they recognise common messages and know what they say without reading it.  Below is a list of common error message buttons and what they usually do:

\begin{longtable}{>{\RaggedRight}p{0.17262\linewidth}>{\RaggedRight}p{0.74702\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\bfseries Button label} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\bfseries What it does}\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} OK &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Confirms the operation and shuts the box\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Yes &\hspace*{0pt}\ignorespaces{}\hspace*{0pt}It performs the operation the message box says it is going to\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} No &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} It does not perform the operation the message box says it is going to\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Cancel &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Stops the operation and shuts the box (any data is lost)\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Abort &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} It stops the operation you were trying to do\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Retry &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Tries again giving to time to make changes\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Ignore &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Cancels an error message. 
\end{longtable}


Most error boxes have icons beside them to indicate their nature as well:
\begin{longtable}{>{\RaggedRight}p{0.45982\linewidth}>{\RaggedRight}p{0.45982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\bfseries Icon} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\bfseries What it means}\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/5.png}\end{center}\myfigurewithoutcaption{5}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} The computer have some information for you.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/6.png}\end{center}\myfigurewithoutcaption{6}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} The computer is warning you that there may be something you forgot to do or did wrong.\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/7.png}\end{center}\myfigurewithoutcaption{7}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} There has been a major computer error. 
\end{longtable}


Computers can break.  Things can go wrong, viruses can destroy information, and the person using the computer can do something wrong.  To protect your data just in case this happens it is necessary to back it up.  {\bfseries Backing up} is making a second copy of data.  If you are changing something and do not want to lose the original you can create a second copy on the hard drive to work with, this is a back up.  However to protect your data in the case of major computer error it is necessary to back it up {\itshape off} of the hard drive.  The most common way to do this is to put all of your data on CDs or DVDs.
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We have now covered all the basic concepts using a computer.  In this chapter we are going to cover the concepts related to networking and using the Internet.

A {\bfseries network} is a way of connecting two or more computers together so that they can share peripherals (hardware like printers) and data.  The most common form of network uses {\bfseries Ethernet}.  Ethernet is a system of data transfer that uses two different kinds of wire, the older one being like a cable television wire and the newer one being like telephone wire.  The newer one is faster and uses an end called {\bfseries RJ-{}45}, which looks like a fat telephone cable end.  Normally, computers are plugged into a {\bfseries hub}, or {\bfseries switch} using an internal piece of hardware called an {\bfseries Ethernet card} or simply a {\bfseries network card} and one of these cables.  Then they can all communicate with each other.

Once the computers can communicate, each item (i.e. printer or folder) that needs to be accessed on the network must be {\bfseries shared}, allowing it to be visible to the other computers.  Any shared item may be blocked off from general use by a password.  One of the other benefits of networks is {\bfseries email} (electronic mail).  Email allows users to send messages and files to each other.  When a new message is received it goes into the users {\bfseries inbox} for storage until it is read, so that a user may receive mail while away from the computer.

Ethernet networks create what is called {\bfseries Local Area Network}s ({\bfseries LAN}s).  This means that they are used within one area (i.e. a house or business building) and that is it.  All the computers in that area may be connected, but no one else.  This can be a problem depending on what you want to do, and a larger network could open up immense possibilities.  Enter the {\bfseries Internet}.  In 1957, just after the USSR launched Sputnik, the American government created ARPA, a scientific research branch for the military.  In 1969 ARPA decided to attempt the creation of a national computer network for communications by the military.  They did not want to use any standard system, however, not just because of the distance, but because of the fear of nuclear attack.  They wanted a network where there was not central hub that could be taken out, but where all remaining parts would function if any other part were destroyed.

After their success, the idea spread.  Different government and educational institutions started connecting into the network.  Because they all used the same {\bfseries protocol} (a set of rules that computers use to communicate, in this case {\bfseries TCP/IP}) and the same wires that carried telephone across the country as soon as they plugged in it was the same network.  Soon different institutions were creating their own {\bfseries server}s (computers that store information meant to be accessed on a network).  By 1989 there were more than 100 000 servers on what was becoming known as ‘the Internet’.  After the Cold War the American government no longer needed a specifically protected portion of this network they had started for their own and the Internet became completely public domain.

In 1990 Tim Berners-{}Lee invented a protocol based on TCP/IP that could work with it on the Internet and was more flexible.  Soon after this, the NCSA (National Centre for Supercomputing Applications) developed Mosaic, a graphical interface for this protocol called the {\bfseries World Wide Web} ({\bfseries WWW}).

The rest of this chapter is going to be spent looking at the WWW (or ‘{\bfseries the Web}’).  To view {\bfseries Web pages} (the electronic documents with pictures and formatted text that you view on the Web) you need to have a {\bfseries Web browser}.  The two most popular browsers are Mozilla Firefox and Internet Explorer.  You can use either one or any other Web browser.  If you are not sure what you have, then you will still have Internet Explorer, it comes with Windows.

To do anything {\bfseries online} (on the Internet), you must first connect to the Internet.  If you don’t know how, see Appendix B.  After you have connected to the Internet, open your Web browser.  Every computer connected to the Internet has an address, called an {\bfseries IP address} to identify it.  This is a number like ‘207.194.50.216’.  To have to remember something like that to access a web page would be a pain, so {\bfseries Domain Name}s were created.  Domain names are names that you can type in the {\bfseries location bar} (more on this below) in your browser.  The name is then sent to a server on the Internet called a {\bfseries DNS} ({\bfseries Domain Name Service}) {\bfseries server} that then returns the correct IP address.

You should be connected to the Internet and have your browser open.  (You may not have access to the Internet where you live.  Your teacher will provide a substitute.)  First we should identify the parts of a browser so that we know what we’re talking about.  Figure 6.1 is a picture of Internet Explorer.  If your browser looks a little different, that is okay.


The location bar can also be called the address bar, and it is where you type the {\bfseries URL} ({\bfseries Universal Resource Locator }or {\bfseries Uniform Resource Locator}), which is laid out as follows:


\begin{center}

\begin{longtable}{>{\RaggedRight}p{0.22283\linewidth}>{\RaggedRight}p{0.21452\linewidth}>{\RaggedRight}p{0.44211\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \myplainurl{http://} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} home.golden.net &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} /\~{}psweber/\\ \hspace*{0pt}\ignorespaces{}\hspace*{0pt} The protocol name &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} The domain name &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} The folder and/or file name on the server 
\end{longtable}


\end{center}


After you type the URL press the Enter key and you web browser will take you to the page.  The first button on the toolbar is the ‘Back’ button.  It does the same thing as the ‘<{} Back’ button that we saw before, it goes to the previous screen you were looking at.  In this case, the previous web page you were at.  The back arrow on the button is a {\bfseries universal icon}.  Universal icons are ones that are always used to represent the same function.  This is different from a program icon like on your desktop or from an icon that only occurs in one program.  Even the ‘<{} Back’ button has a back arrow, that’s what the ‘<{}’ is for.  Note that universal icons do not always look exactly the same (i.e. the arrow can look different, as long as it points left).

A universal icon also identifies the next button on the toolbar, the ‘Next’ button.  If you push the back button, then you can go forwards again by pushing this button.  The next button on the toolbar has two universal icons used together.  A sheet of paper represents a file.  An ‘X’ represents stop.  So the sheet of paper with an ‘X’ on it represents stop loading the file, which is what this button does.  Some web browsers have just and ‘X’ or have a red stoplight on this button.  They mean the same thing, stop.

Two icons are also used on the next toolbar button.  The paper means the same thing, and the arrows going around mean refresh or reload.  This is actually typically a Microsoft icon, although some other companies also use it.  The reload button in Netscape as a bent up-{}arrow, signifying looking at the server again.  This button forces the web browser to look at the server and download all the data for a web page again.  This is primarily used for when the {\bfseries cache} (the place where a web browser stores web pages on your hard drive for quicker access) has an old version of the page that the web browser is displaying and you want to see the newest version of the page.

The next two buttons on the toolbar are the last ones with universal icons.  They have a house, and a magnifying glass.  A house represents ‘home’ and this button takes you to your home page.  A home page is a web page that you have set up for your browser to take you to when it first starts or when you click this button.  The magnifying class represents ‘search’ and this button will take you to a web page from which to search the Internet.

There is one more thing you need to know about if you are going to be using web pages, {\bfseries hyperlinks}.  Hyperlinks (one is labelled in the picture above) can be either text or pictures.  When they are text they are often a different colour and underlined.  When you click on them they take you to a different web page.  The text ones are a different colour once you have been to the web page they point to.  Some text hyperlinks are formatted differently, though, and many hyperlinks are pictures.  How can you know if something is a hyperlink?  Hover your cursor over it and if it is a hyperlink your cursor will turn into a hand, and usually the URL that the hyperlink (or just {\bfseries link}) points to will be displayed in the status bar.

The web is very useful for getting information this way, but what if you don’t know the URL you need?  That is why {\bfseries search engines} were created.  There are more than 10 billion web pages on the Internet, not all of them are catalogued in all search engines and when you search for something you will tend to get pages that have nothing to do with what you want.  However there are some ways to improve your search results.

Go to a search engine.  They all work much the same but if you don’t know of one go to \myhref{http://www.google.com}{ http://www.google.com}.  In the text box you can type {\bfseries keywords} (words that have something to do with what you want to find).  Some search engines have more advanced features that you can explore on your own, but all of them support {\bfseries Boolean operators}.  The two most useful for web searches are AND and OR.  It is best to type them in all caps.  AND tells the search engine that the things on both sides must be in the web page (they may be in its text or in its {\bfseries META} {\bfseries tag}s).  OR tells the search engine that one or the other must be in the web page.  So typing ‘boats AND models’ will look for all pages containing both words, whereas ‘boats OR models’ will find any page with either word.  You can also use NOT, ‘boats NOT Titanic’ returns everything containing ‘boats’ that does not contain ‘Titanic’

You can do more complicated strings too, like ‘boats AND models OR ships AND kits’ which finds all pages containing both ‘boats’ and ‘models’ or both ‘ships’ and ‘kits’.  You can also do something like this, ‘boats OR ships AND models OR kits’ which finds anything containing the word ‘boats’ or ‘ships’ along with either ‘models’ or ‘kits’.
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Email was already partially explained when we talked about networks.  The Internet is often called a ‘network of networks’ but it still has many of the things a network has.  One of those things is the ability to do email.  The problem with email over the Internet is that it would be impossible to list every person on the Internet in one place, have it current with their names, have those names be unique, and still have it be useful.  Since this is the way email on LANs works there needed to be a better addressing system.  Email addresses on the Internet work with domain names, but not with URLs.  All email addresses go by the format ‘username@domain.name’.  Thus ‘julia@yahoo.ca’ is the email address for the person who signed up with Yahoo! Canada for an email address under the username of ‘julia’.  ‘julia62@yahoo.ca’ is what happens when a name was already taken and someone else wants it.

Email typically operates on two sub-{}protocols of TCP/IP, {\bfseries SMTP} and {\bfseries POP3}.  SMTP is used for sending email, and POP3 is used for {\bfseries download}ing (taking off the Internet and putting on your computer) email.  Many different email programs exist.  Three of the most popular are {\bfseries Qualcomm Eudora}, {\bfseries Microsoft Outlook}, and {\bfseries Windows Mail}.  Another popular way to access email is through a web page interface.  There are many differences between all the major programs, however there are some things that are standard.

You can create and email, usually by clicking on a button or link labeled ‘new message’.  The universal icon for an email message (or just for email) is an envelope and the universal icon for ‘new’ is a star.  So there may be an icon of an envelope with a star or something like that.  Remember to use tool-{}tips to find out what buttons with no labels are called.  You type one (or more than one separated by a comma) email address in the box labeled ‘To:’.  The ‘From:’ box is filled in automatically, and then there are ‘Cc:’ and ‘Bcc:’.  You can put email addresses in them and the email will be copied to them so that they can see it was copied or so that they cannot, respectively.  You then type the text for your message into the big text box at the bottom.

If you are connected to the Internet when you click the ‘Send’ button (or other similar button) on the email it will go immediately.  If you are not (or if the button is called ‘Queue’) then the messages go into you {\bfseries Outbox} until you check your mail.  To check your email (that is, to download new messages and send the ones in the outbox) click the ‘Check Mail’, ‘Send and Receive’ or other similar button.  A progress bar will appear in the status bar or a window will come up with one so that you can know when it is finished.  All new messages go into your Inbox, unless you have {\bfseries filter}s set up (we will not be discussing filters in this book).  You can then move them into other mailboxes that you have created by drag-{}and-{}drop.  (To create a new mailbox there should be a ‘Create new mailbox’ on the menu or on a popup-{}menu for the Inbox.)

Some emails have {\bfseries attachment}s, these are files that are in the email that you can open and/or save.  The universal icon for attachments is a paper clip.  You can attach file to you emails by clicking the ‘Attach’ or similar button.  You can open files in email that you receive by either clicking on their icon at the end of an email, or double clicking on it in the ‘Attachments:’ spot at the top, depending on your program.

Email is very useful, but what if you want to talk to someone directly?  So {\bfseries chat-{}rooms} were invented.  Chat-{}rooms are found on web pages all over the place, some are public, and some you need a membership for.  Once you are in, to use it is simple.  There is (usually) as list of the {\bfseries nickname}s (or {\bfseries handle}s, fake names people use on the Internet) somewhere on the page, and when you sign in you give it the one you use.  You type something in a text box at the bottom and press either the ‘Enter’ key or the ‘Send’ or ‘Say’ button and your messages is visible to everyone in the chat-{}room in the text box above, including yourself.   {\bfseries IRC chat} was designed to go a step further.  You need a program for it and it has a few more features (like the ability to ‘whisper’ to only one person in the room).

{\bfseries IM} (Instant Messaging) was designed for one-{}on-{}one or conferencing, much like telephones.  Everyone has a unique nickname or number that you must know in order to contact them with a message, send them a file, or do a real-{}time chat, depending on what your program supports.  You add people to your {\bfseries contact list} or {\bfseries buddy list} and then if you are online, the program notifies you when they are too.  Then you can send them messages, chat with messages, or do other things.

Some IM programs also let you send them messages when they are offline that they will get when they come online.  Something like email, but it works faster.  You can also usually invite other people on your list into an existing chat (or messaging) session so that you can have a little chat room with only people you want.  There are new features coming out for computers all the time.  Many IM programs now let you talk with the people while chatting or even see them!  The biggest advantage over telephones?  You can talk to anyone in the world for any length of time without paying more than your monthly Internet bill.  No long-{}distance charges!
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\section {GNU GENERAL PUBLIC LICENSE}
\begin{multicols}{4}

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
Preamble

The GNU General Public License is a free, copyleft license for software and other kinds of works.

The licenses for most software and other practical works are designed to take away your freedom to share and change the works. By contrast, the GNU General Public License is intended to guarantee your freedom to share and change all versions of a program--to make sure it remains free software for all its users. We, the Free Software Foundation, use the GNU General Public License for most of our software; it applies also to any other work released this way by its authors. You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses are designed to make sure that you have the freedom to distribute copies of free software (and charge for them if you wish), that you receive source code or can get it if you want it, that you can change the software or use pieces of it in new free programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denying you these rights or asking you to surrender the rights. Therefore, you have certain responsibilities if you distribute copies of the software, or if you modify it: responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must pass on to the recipients the same freedoms that you received. You must make sure that they, too, receive or can get the source code. And you must show them these terms so they know their rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert copyright on the software, and (2) offer you this License giving you legal permission to copy, distribute and/or modify it.

For the developers' and authors' protection, the GPL clearly explains that there is no warranty for this free software. For both users' and authors' sake, the GPL requires that modified versions be marked as changed, so that their problems will not be attributed erroneously to authors of previous versions.

Some devices are designed to deny users access to install or run modified versions of the software inside them, although the manufacturer can do so. This is fundamentally incompatible with the aim of protecting users' freedom to change the software. The systematic pattern of such abuse occurs in the area of products for individuals to use, which is precisely where it is most unacceptable. Therefore, we have designed this version of the GPL to prohibit the practice for those products. If such problems arise substantially in other domains, we stand ready to extend this provision to those domains in future versions of the GPL, as needed to protect the freedom of users.

Finally, every program is threatened constantly by software patents. States should not allow patents to restrict development and use of software on general-purpose computers, but in those that do, we wish to avoid the special danger that patents applied to a free program could make it effectively proprietary. To prevent this, the GPL assures that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribution and modification follow.
TERMS AND CONDITIONS
0. Definitions.

“This License” refers to version 3 of the GNU General Public License.

“Copyright” also means copyright-like laws that apply to other kinds of works, such as semiconductor masks.

“The Program” refers to any copyrightable work licensed under this License. Each licensee is addressed as “you”. “Licensees” and “recipients” may be individuals or organizations.

To “modify” a work means to copy from or adapt all or part of the work in a fashion requiring copyright permission, other than the making of an exact copy. The resulting work is called a “modified version” of the earlier work or a work “based on” the earlier work.

A “covered work” means either the unmodified Program or a work based on the Program.

To “propagate” a work means to do anything with it that, without permission, would make you directly or secondarily liable for infringement under applicable copyright law, except executing it on a computer or modifying a private copy. Propagation includes copying, distribution (with or without modification), making available to the public, and in some countries other activities as well.

To “convey” a work means any kind of propagation that enables other parties to make or receive copies. Mere interaction with a user through a computer network, with no transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Legal Notices” to the extent that it includes a convenient and prominently visible feature that (1) displays an appropriate copyright notice, and (2) tells the user that there is no warranty for the work (except to the extent that warranties are provided), that licensees may convey the work under this License, and how to view a copy of this License. If the interface presents a list of user commands or options, such as a menu, a prominent item in the list meets this criterion.
1. Source Code.

The “source code” for a work means the preferred form of the work for making modifications to it. “Object code” means any non-source form of a work.

A “Standard Interface” means an interface that either is an official standard defined by a recognized standards body, or, in the case of interfaces specified for a particular programming language, one that is widely used among developers working in that language.

The “System Libraries” of an executable work include anything, other than the work as a whole, that (a) is included in the normal form of packaging a Major Component, but which is not part of that Major Component, and (b) serves only to enable use of the work with that Major Component, or to implement a Standard Interface for which an implementation is available to the public in source code form. A “Major Component”, in this context, means a major essential component (kernel, window system, and so on) of the specific operating system (if any) on which the executable work runs, or a compiler used to produce the work, or an object code interpreter used to run it.

The “Corresponding Source” for a work in object code form means all the source code needed to generate, install, and (for an executable work) run the object code and to modify the work, including scripts to control those activities. However, it does not include the work's System Libraries, or general-purpose tools or generally available free programs which are used unmodified in performing those activities but which are not part of the work. For example, Corresponding Source includes interface definition files associated with source files for the work, and the source code for shared libraries and dynamically linked subprograms that the work is specifically designed to require, such as by intimate data communication or control flow between those subprograms and other parts of the work.

The Corresponding Source need not include anything that users can regenerate automatically from other parts of the Corresponding Source.

The Corresponding Source for a work in source code form is that same work.
2. Basic Permissions.

All rights granted under this License are granted for the term of copyright on the Program, and are irrevocable provided the stated conditions are met. This License explicitly affirms your unlimited permission to run the unmodified Program. The output from running a covered work is covered by this License only if the output, given its content, constitutes a covered work. This License acknowledges your rights of fair use or other equivalent, as provided by copyright law.

You may make, run and propagate covered works that you do not convey, without conditions so long as your license otherwise remains in force. You may convey covered works to others for the sole purpose of having them make modifications exclusively for you, or provide you with facilities for running those works, provided that you comply with the terms of this License in conveying all material for which you do not control copyright. Those thus making or running the covered works for you must do so exclusively on your behalf, under your direction and control, on terms that prohibit them from making any copies of your copyrighted material outside their relationship with you.

Conveying under any other circumstances is permitted solely under the conditions stated below. Sublicensing is not allowed; section 10 makes it unnecessary.
3. Protecting Users' Legal Rights From Anti-Circumvention Law.

No covered work shall be deemed part of an effective technological measure under any applicable law fulfilling obligations under article 11 of the WIPO copyright treaty adopted on 20 December 1996, or similar laws prohibiting or restricting circumvention of such measures.

When you convey a covered work, you waive any legal power to forbid circumvention of technological measures to the extent such circumvention is effected by exercising rights under this License with respect to the covered work, and you disclaim any intention to limit operation or modification of the work as a means of enforcing, against the work's users, your or third parties' legal rights to forbid circumvention of technological measures.
4. Conveying Verbatim Copies.

You may convey verbatim copies of the Program's source code as you receive it, in any medium, provided that you conspicuously and appropriately publish on each copy an appropriate copyright notice; keep intact all notices stating that this License and any non-permissive terms added in accord with section 7 apply to the code; keep intact all notices of the absence of any warranty; and give all recipients a copy of this License along with the Program.

You may charge any price or no price for each copy that you convey, and you may offer support or warranty protection for a fee.
5. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modifications to produce it from the Program, in the form of source code under the terms of section 4, provided that you also meet all of these conditions:

    * a) The work must carry prominent notices stating that you modified it, and giving a relevant date.
    * b) The work must carry prominent notices stating that it is released under this License and any conditions added under section 7. This requirement modifies the requirement in section 4 to “keep intact all notices”.
    * c) You must license the entire work, as a whole, under this License to anyone who comes into possession of a copy. This License will therefore apply, along with any applicable section 7 additional terms, to the whole of the work, and all its parts, regardless of how they are packaged. This License gives no permission to license the work in any other way, but it does not invalidate such permission if you have separately received it.
    * d) If the work has interactive user interfaces, each must display Appropriate Legal Notices; however, if the Program has interactive interfaces that do not display Appropriate Legal Notices, your work need not make them do so.

A compilation of a covered work with other separate and independent works, which are not by their nature extensions of the covered work, and which are not combined with it such as to form a larger program, in or on a volume of a storage or distribution medium, is called an “aggregate” if the compilation and its resulting copyright are not used to limit the access or legal rights of the compilation's users beyond what the individual works permit. Inclusion of a covered work in an aggregate does not cause this License to apply to the other parts of the aggregate.
6. Conveying Non-Source Forms.

You may convey a covered work in object code form under the terms of sections 4 and 5, provided that you also convey the machine-readable Corresponding Source under the terms of this License, in one of these ways:

    * a) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by the Corresponding Source fixed on a durable physical medium customarily used for software interchange.
    * b) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by a written offer, valid for at least three years and valid for as long as you offer spare parts or customer support for that product model, to give anyone who possesses the object code either (1) a copy of the Corresponding Source for all the software in the product that is covered by this License, on a durable physical medium customarily used for software interchange, for a price no more than your reasonable cost of physically performing this conveying of source, or (2) access to copy the Corresponding Source from a network server at no charge.
    * c) Convey individual copies of the object code with a copy of the written offer to provide the Corresponding Source. This alternative is allowed only occasionally and noncommercially, and only if you received the object code with such an offer, in accord with subsection 6b.
    * d) Convey the object code by offering access from a designated place (gratis or for a charge), and offer equivalent access to the Corresponding Source in the same way through the same place at no further charge. You need not require recipients to copy the Corresponding Source along with the object code. If the place to copy the object code is a network server, the Corresponding Source may be on a different server (operated by you or a third party) that supports equivalent copying facilities, provided you maintain clear directions next to the object code saying where to find the Corresponding Source. Regardless of what server hosts the Corresponding Source, you remain obligated to ensure that it is available for as long as needed to satisfy these requirements.
    * e) Convey the object code using peer-to-peer transmission, provided you inform other peers where the object code and Corresponding Source of the work are being offered to the general public at no charge under subsection 6d.

A separable portion of the object code, whose source code is excluded from the Corresponding Source as a System Library, need not be included in conveying the object code work.

A “User Product” is either (1) a “consumer product”, which means any tangible personal property which is normally used for personal, family, or household purposes, or (2) anything designed or sold for incorporation into a dwelling. In determining whether a product is a consumer product, doubtful cases shall be resolved in favor of coverage. For a particular product received by a particular user, “normally used” refers to a typical or common use of that class of product, regardless of the status of the particular user or of the way in which the particular user actually uses, or expects or is expected to use, the product. A product is a consumer product regardless of whether the product has substantial commercial, industrial or non-consumer uses, unless such uses represent the only significant mode of use of the product.

“Installation Information” for a User Product means any methods, procedures, authorization keys, or other information required to install and execute modified versions of a covered work in that User Product from a modified version of its Corresponding Source. The information must suffice to ensure that the continued functioning of the modified object code is in no case prevented or interfered with solely because modification has been made.

If you convey an object code work under this section in, or with, or specifically for use in, a User Product, and the conveying occurs as part of a transaction in which the right of possession and use of the User Product is transferred to the recipient in perpetuity or for a fixed term (regardless of how the transaction is characterized), the Corresponding Source conveyed under this section must be accompanied by the Installation Information. But this requirement does not apply if neither you nor any third party retains the ability to install modified object code on the User Product (for example, the work has been installed in ROM).

The requirement to provide Installation Information does not include a requirement to continue to provide support service, warranty, or updates for a work that has been modified or installed by the recipient, or for the User Product in which it has been modified or installed. Access to a network may be denied when the modification itself materially and adversely affects the operation of the network or violates the rules and protocols for communication across the network.

Corresponding Source conveyed, and Installation Information provided, in accord with this section must be in a format that is publicly documented (and with an implementation available to the public in source code form), and must require no special password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement the terms of this License by making exceptions from one or more of its conditions. Additional permissions that are applicable to the entire Program shall be treated as though they were included in this License, to the extent that they are valid under applicable law. If additional permissions apply only to part of the Program, that part may be used separately under those permissions, but the entire Program remains governed by this License without regard to the additional permissions.

When you convey a copy of a covered work, you may at your option remove any additional permissions from that copy, or from any part of it. (Additional permissions may be written to require their own removal in certain cases when you modify the work.) You may place additional permissions on material, added by you to a covered work, for which you have or can give appropriate copyright permission.

Notwithstanding any other provision of this License, for material you add to a covered work, you may (if authorized by the copyright holders of that material) supplement the terms of this License with terms:

    * a) Disclaiming warranty or limiting liability differently from the terms of sections 15 and 16 of this License; or
    * b) Requiring preservation of specified reasonable legal notices or author attributions in that material or in the Appropriate Legal Notices displayed by works containing it; or
    * c) Prohibiting misrepresentation of the origin of that material, or requiring that modified versions of such material be marked in reasonable ways as different from the original version; or
    * d) Limiting the use for publicity purposes of names of licensors or authors of the material; or
    * e) Declining to grant rights under trademark law for use of some trade names, trademarks, or service marks; or
    * f) Requiring indemnification of licensors and authors of that material by anyone who conveys the material (or modified versions of it) with contractual assumptions of liability to the recipient, for any liability that these contractual assumptions directly impose on those licensors and authors.

All other non-permissive additional terms are considered “further restrictions” within the meaning of section 10. If the Program as you received it, or any part of it, contains a notice stating that it is governed by this License along with a term that is a further restriction, you may remove that term. If a license document contains a further restriction but permits relicensing or conveying under this License, you may add to a covered work material governed by the terms of that license document, provided that the further restriction does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this section, you must place, in the relevant source files, a statement of the additional terms that apply to those files, or a notice indicating where to find the applicable terms.

Additional terms, permissive or non-permissive, may be stated in the form of a separately written license, or stated as exceptions; the above requirements apply either way.
8. Termination.

You may not propagate or modify a covered work except as expressly provided under this License. Any attempt otherwise to propagate or modify it is void, and will automatically terminate your rights under this License (including any patent licenses granted under the third paragraph of section 11).

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, you do not qualify to receive new licenses for the same material under section 10.
9. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to receive or run a copy of the Program. Ancillary propagation of a covered work occurring solely as a consequence of using peer-to-peer transmission to receive a copy likewise does not require acceptance. However, nothing other than this License grants you permission to propagate or modify any covered work. These actions infringe copyright if you do not accept this License. Therefore, by modifying or propagating a covered work, you indicate your acceptance of this License to do so.
10. Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient automatically receives a license from the original licensors, to run, modify and propagate that work, subject to this License. You are not responsible for enforcing compliance by third parties with this License.

An “entity transaction” is a transaction transferring control of an organization, or substantially all assets of one, or subdividing an organization, or merging organizations. If propagation of a covered work results from an entity transaction, each party to that transaction who receives a copy of the work also receives whatever licenses to the work the party's predecessor in interest had or could give under the previous paragraph, plus a right to possession of the Corresponding Source of the work from the predecessor in interest, if the predecessor has it or can get it with reasonable efforts.

You may not impose any further restrictions on the exercise of the rights granted or affirmed under this License. For example, you may not impose a license fee, royalty, or other charge for exercise of rights granted under this License, and you may not initiate litigation (including a cross-claim or counterclaim in a lawsuit) alleging that any patent claim is infringed by making, using, selling, offering for sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who authorizes use under this License of the Program or a work on which the Program is based. The work thus licensed is called the contributor's “contributor version”.

A contributor's “essential patent claims” are all patent claims owned or controlled by the contributor, whether already acquired or hereafter acquired, that would be infringed by some manner, permitted by this License, of making, using, or selling its contributor version, but do not include claims that would be infringed only as a consequence of further modification of the contributor version. For purposes of this definition, “control” includes the right to grant patent sublicenses in a manner consistent with the requirements of this License.

Each contributor grants you a non-exclusive, worldwide, royalty-free patent license under the contributor's essential patent claims, to make, use, sell, offer for sale, import and otherwise run, modify and propagate the contents of its contributor version.

In the following three paragraphs, a “patent license” is any express agreement or commitment, however denominated, not to enforce a patent (such as an express permission to practice a patent or covenant not to sue for patent infringement). To “grant” such a patent license to a party means to make such an agreement or commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patent license, and the Corresponding Source of the work is not available for anyone to copy, free of charge and under the terms of this License, through a publicly available network server or other readily accessible means, then you must either (1) cause the Corresponding Source to be so available, or (2) arrange to deprive yourself of the benefit of the patent license for this particular work, or (3) arrange, in a manner consistent with the requirements of this License, to extend the patent license to downstream recipients. “Knowingly relying” means you have actual knowledge that, but for the patent license, your conveying the covered work in a country, or your recipient's use of the covered work in a country, would infringe one or more identifiable patents in that country that you have reason to believe are valid.

If, pursuant to or in connection with a single transaction or arrangement, you convey, or propagate by procuring conveyance of, a covered work, and grant a patent license to some of the parties receiving the covered work authorizing them to use, propagate, modify or convey a specific copy of the covered work, then the patent license you grant is automatically extended to all recipients of the covered work and works based on it.

A patent license is “discriminatory” if it does not include within the scope of its coverage, prohibits the exercise of, or is conditioned on the non-exercise of one or more of the rights that are specifically granted under this License. You may not convey a covered work if you are a party to an arrangement with a third party that is in the business of distributing software, under which you make payment to the third party based on the extent of your activity of conveying the work, and under which the third party grants, to any of the parties who would receive the covered work from you, a discriminatory patent license (a) in connection with copies of the covered work conveyed by you (or copies made from those copies), or (b) primarily for and in connection with specific products or compilations that contain the covered work, unless you entered into that arrangement, or that patent license was granted, prior to 28 March 2007.

Nothing in this License shall be construed as excluding or limiting any implied license or other defenses to infringement that may otherwise be available to you under applicable patent law.
12. No Surrender of Others' Freedom.

If conditions are imposed on you (whether by court order, agreement or otherwise) that contradict the conditions of this License, they do not excuse you from the conditions of this License. If you cannot convey a covered work so as to satisfy simultaneously your obligations under this License and any other pertinent obligations, then as a consequence you may not convey it at all. For example, if you agree to terms that obligate you to collect a royalty for further conveying from those to whom you convey the Program, the only way you could satisfy both those terms and this License would be to refrain entirely from conveying the Program.
13. Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, you have permission to link or combine any covered work with a work licensed under version 3 of the GNU Affero General Public License into a single combined work, and to convey the resulting work. The terms of this License will continue to apply to the part which is the covered work, but the special requirements of the GNU Affero General Public License, section 13, concerning interaction through a network will apply to the combination as such.
14. Revised Versions of this License.

The Free Software Foundation may publish revised and/or new versions of the GNU General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies that a certain numbered version of the GNU General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that numbered version or of any later version published by the Free Software Foundation. If the Program does not specify a version number of the GNU General Public License, you may choose any version ever published by the Free Software Foundation.

If the Program specifies that a proxy can decide which future versions of the GNU General Public License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Program.

Later license versions may give you additional or different permissions. However, no additional obligations are imposed on any author or copyright holder as a result of your choosing to follow a later version.
15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MODIFIES AND/OR CONVEYS THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
17. Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability provided above cannot be given local legal effect according to their terms, reviewing courts shall apply local law that most closely approximates an absolute waiver of all civil liability in connection with the Program, unless a warranty or assumption of liability accompanies a copy of the Program in return for a fee.

END OF TERMS AND CONDITIONS
How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to the public, the best way to achieve this is to make it free software which everyone can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the start of each source file to most effectively state the exclusion of warranty; and each file should have at least the “copyright” line and a pointer to where the full notice is found.

    <one line to give the program's name and a brief idea of what it does.>
    Copyright (C) <year>  <name of author>

    This program is free software: you can redistribute it and/or modify
    it under the terms of the GNU General Public License as published by
    the Free Software Foundation, either version 3 of the License, or
    (at your option) any later version.

    This program is distributed in the hope that it will be useful,
    but WITHOUT ANY WARRANTY; without even the implied warranty of
    MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the
    GNU General Public License for more details.

    You should have received a copy of the GNU General Public License
    along with this program.  If not, see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by electronic and paper mail.

If the program does terminal interaction, make it output a short notice like this when it starts in an interactive mode:

    <program>  Copyright (C) <year>  <name of author>
    This program comes with ABSOLUTELY NO WARRANTY; for details type `show w'.
    This is free software, and you are welcome to redistribute it
    under certain conditions; type `show c' for details.

The hypothetical commands `show w' and `show c' should show the appropriate parts of the General Public License. Of course, your program's commands might be different; for a GUI interface, you would use an “about box”.

You should also get your employer (if you work as a programmer) or school, if any, to sign a “copyright disclaimer” for the program, if necessary. For more information on this, and how to apply and follow the GNU GPL, see <http://www.gnu.org/licenses/>.

The GNU General Public License does not permit incorporating your program into proprietary programs. If your program is a subroutine library, you may consider it more useful to permit linking proprietary applications with the library. If this is what you want to do, use the GNU Lesser General Public License instead of this License. But first, please read <http://www.gnu.org/philosophy/why-not-lgpl.html>.
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Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document "free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the GNU General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose is instruction or reference.
1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or authors of the Document to the Document's overall subject (or to related matters) and contains nothing that could fall directly within that overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.

The "publisher" means any person or entity that distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.
2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.
3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.
4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

    * A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.
    * B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.
    * C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
    * D. Preserve all the copyright notices of the Document.
    * E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.
    * F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.
    * G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.
    * H. Include an unaltered copy of this License.
    * I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.
    * J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.
    * K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
    * L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.
    * M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
    * N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
    * O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties—for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.
5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".
6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.
7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.
8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided under this License. Any attempt otherwise to copy, modify, sublicense, or distribute it is void, and will automatically terminate your rights under this License.

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, receipt of a copy of some or all of the same material does not give you any rights to use it.
10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation. If the Document specifies that a proxy can decide which future versions of this License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or "MMC Site") means any World Wide Web server that publishes copyrightable works and also provides prominent facilities for anybody to edit those works. A public wiki that anybody can edit is an example of such a server. A "Massive Multiauthor Collaboration" (or "MMC") contained in the site means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" means the Creative Commons Attribution-Share Alike 3.0 license published by Creative Commons Corporation, a not-for-profit corporation with a principal place of business in San Francisco, California, as well as future copyleft versions of that license published by that same organization.

"Incorporate" means to publish or republish a Document, in whole or in part, as part of another Document.

An MMC is "eligible for relicensing" if it is licensed under this License, and if all works that were first published under this License somewhere other than this MMC, and subsequently incorporated in whole or in part into the MMC, (1) had no cover texts or invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-SA on the same site at any time before August 1, 2009, provided the MMC is eligible for relicensing.
ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:

    Copyright (C)  YEAR  YOUR NAME.
    Permission is granted to copy, distribute and/or modify this document
    under the terms of the GNU Free Documentation License, Version 1.3
    or any later version published by the Free Software Foundation;
    with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
    A copy of the license is included in the section entitled "GNU
    Free Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with … Texts." line with this:

    with the Invariant Sections being LIST THEIR TITLES, with the
    Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software license, such as the GNU General Public License, to permit their use in free software.
\end{multicols}

\section{GNU Lesser General Public License}
\begin{multicols}{4}


GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

This version of the GNU Lesser General Public License incorporates the terms and conditions of version 3 of the GNU General Public License, supplemented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3 of the GNU Lesser General Public License, and the “GNU GPL” refers to version 3 of the GNU General Public License.

“The Library” refers to a covered work governed by this License, other than an Application or a Combined Work as defined below.

An “Application” is any work that makes use of an interface provided by the Library, but which is not otherwise based on the Library. Defining a subclass of a class defined by the Library is deemed a mode of using an interface provided by the Library.

A “Combined Work” is a work produced by combining or linking an Application with the Library. The particular version of the Library with which the Combined Work was made is also called the “Linked Version”.

The “Minimal Corresponding Source” for a Combined Work means the Corresponding Source for the Combined Work, excluding any source code for portions of the Combined Work that, considered in isolation, are based on the Application, and not on the Linked Version.

The “Corresponding Application Code” for a Combined Work means the object code and/or source code for the Application, including any data and utility programs needed for reproducing the Combined Work from the Application, but excluding the System Libraries of the Combined Work.
1. Exception to Section 3 of the GNU GPL.

You may convey a covered work under sections 3 and 4 of this License without being bound by section 3 of the GNU GPL.
2. Conveying Modified Versions.

If you modify a copy of the Library, and, in your modifications, a facility refers to a function or data to be supplied by an Application that uses the facility (other than as an argument passed when the facility is invoked), then you may convey a copy of the modified version:

    * a) under this License, provided that you make a good faith effort to ensure that, in the event an Application does not supply the function or data, the facility still operates, and performs whatever part of its purpose remains meaningful, or
    * b) under the GNU GPL, with none of the additional permissions of this License applicable to that copy.

3. Object Code Incorporating Material from Library Header Files.

The object code form of an Application may incorporate material from a header file that is part of the Library. You may convey such object code under terms of your choice, provided that, if the incorporated material is not limited to numerical parameters, data structure layouts and accessors, or small macros, inline functions and templates (ten or fewer lines in length), you do both of the following:

    * a) Give prominent notice with each copy of the object code that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the object code with a copy of the GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of your choice that, taken together, effectively do not restrict modification of the portions of the Library contained in the Combined Work and reverse engineering for debugging such modifications, if you also do each of the following:

    * a) Give prominent notice with each copy of the Combined Work that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the Combined Work with a copy of the GNU GPL and this license document.
    * c) For a Combined Work that displays copyright notices during execution, include the copyright notice for the Library among these notices, as well as a reference directing the user to the copies of the GNU GPL and this license document.
    * d) Do one of the following:
          o 0) Convey the Minimal Corresponding Source under the terms of this License, and the Corresponding Application Code in a form suitable for, and under terms that permit, the user to recombine or relink the Application with a modified version of the Linked Version to produce a modified Combined Work, in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.
          o 1) Use a suitable shared library mechanism for linking with the Library. A suitable mechanism is one that (a) uses at run time a copy of the Library already present on the user's computer system, and (b) will operate properly with a modified version of the Library that is interface-compatible with the Linked Version.
    * e) Provide Installation Information, but only if you would otherwise be required to provide such information under section 6 of the GNU GPL, and only to the extent that such information is necessary to install and execute a modified version of the Combined Work produced by recombining or relinking the Application with a modified version of the Linked Version. (If you use option 4d0, the Installation Information must accompany the Minimal Corresponding Source and Corresponding Application Code. If you use option 4d1, you must provide the Installation Information in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work based on the Library side by side in a single library together with other library facilities that are not Applications and are not covered by this License, and convey such a combined library under terms of your choice, if you do both of the following:

    * a) Accompany the combined library with a copy of the same work based on the Library, uncombined with any other library facilities, conveyed under the terms of this License.
    * b) Give prominent notice with the combined library that part of it is a work based on the Library, and explaining where to find the accompanying uncombined form of the same work.

6. Revised Versions of the GNU Lesser General Public License.

The Free Software Foundation may publish revised and/or new versions of the GNU Lesser General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Library as you received it specifies that a certain numbered version of the GNU Lesser General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that published version or of any later version published by the Free Software Foundation. If the Library as you received it does not specify a version number of the GNU Lesser General Public License, you may choose any version of the GNU Lesser General Public License ever published by the Free Software Foundation.

If the Library as you received it specifies that a proxy can decide whether future versions of the GNU Lesser General Public License shall apply, that proxy's public statement of acceptance of any version is permanent authorization for you to choose that version for the Library.
\end{multicols}
}
\pagebreak
\end{CJK}
\end{document}








headers/options.tex~

% Festlegungen für minitoc
% \renewcommand{\myminitoc}{\minitoc}
% \renewcommand{\mtctitle}{Überblick}
% \setcounter{minitocdepth}{1}
% \dominitoc   % diese Zeile aktiviert das Erstellen der minitocs, sie muss vor \tableofcontents kommen

% Seitenformat
% ------------
%\KOMAoption{paper}{A5}          % zulässig: letter, legal, executive; A-, B-, C-, D-Reihen
\KOMAoption{open}{right}			% zulässig: right (jedes Kapitel beginnt rechts), left, any
\KOMAoption{numbers}{auto}
% Satzspiegel jetzt neu berechnen, damit er bei Kopf- und Fußzeilen beachtet wird
\KOMAoptions{DIV=13}

% Kopf- und Fusszeilen
% --------------------
% Breite und Trennlinie
%\setheadwidth[-6mm]{textwithmarginpar}
%\setheadsepline[textwithmarginpar]{0.4pt}
\setheadwidth{text}
\setheadsepline[text]{0.4pt}

% Variante 1: Kopf: links Kapitel, rechts Abschnitt (ohne Nummer); Fuß: außen die Seitenzahl
\ohead{\headmark}
\renewcommand{\chaptermark}[1]{\markleft{#1}{}}
\renewcommand{\sectionmark}[1]{\markright{#1}{}}
\ofoot[\pagemark]{\pagemark}

% Variante 2: Kopf außen die Seitenzahl, Fuß nichts
%\ohead{\pagemark}
%\ofoot{}

% Standardschriften
% -----------------
%\KOMAoption{fontsize}{18pt}
\addtokomafont{disposition}{\rmfamily}
\addtokomafont{title}{\rmfamily} 
\setkomafont{pageheadfoot}{\normalfont\rmfamily\mdseries}

% vertikaler Ausgleich
% -------------------- 
% nein -> \raggedbottom
% ja   -> \flushbottom    aber ungeeignet bei Fußnoten
%\raggedbottom
\flushbottom

% Tiefe des Inhaltsverzeichnisses bestimmen
% -----------------------------------------
% -1   nur \part{}
%  0   bis \chapter{}
%  1   bis \section{}
%  2   bis \subsection{} usw.
\newcommand{\mytocdepth}{1}

% mypart - Teile des Buches und Inhaltsverzeichnis
% ------------------------------------------------
% Standard: nur im Inhaltsverzeichnis, zusätzlicher Eintrag ohne Seitenzahl
% Variante: nur im Inhaltsverzeichnis, zusätzlicher Eintrag mit Seitenzahl 
%\renewcommand{\mypart}[1]{\addcontentsline{toc}{part}{#1}}
% Variante: mit eigener Seite vor dem ersten Kapitel, mit Eintrag und Seitenzahl im Inhaltsverzeichnis
\renewcommand{\mypart}[1]{\part{#1}}


% maketitle
% -----------------------------------------------
% Bestandteile des Innentitels
%\title{Einführung in SQL}
%\author{Jürgen Thomas}
%\subtitle{Datenbanken bearbeiten}
\date{}
% Bestandteile von Impressum und CR
% Bestandteile von Impressum und CR

\uppertitleback{
%Detaillierte Daten zu dieser Publikation sind bei Wikibooks zu erhalten:\newline{} \url{http://de.wikibooks.org/}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet  zu erhalten: \newline{}\url{https://portal.d-nb.de/opac.htm?method=showSearchForm#top}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet unter der Katalog-Nr. 1008575860 zu erhalten: \newline{}\url{http://d-nb.info/1008575860}

%Namen von Programmen und Produkten sowie sonstige Angaben sind häufig geschützt. Da es auch freie Bezeichnungen gibt, wird das Symbol \textregistered{} nicht verwendet.

%Erstellt am 
\today{}
}

\lowertitleback{
{\footnotesize
On the 28th of April 2012 the contents of the English as well as German Wikibooks and Wikipedia projects were licensed under Creative Commons Attribution-ShareAlike 3.0 Unported license. An URI to this license is given in the list of figures on page \pageref{ListOfFigures}. If this document is a derived work from the contents of one of these projects and the content was still licensed by the project under this license at the time of derivation this document has to be licensed under the same, a similar or a compatible license, as stated in section 4b of the license. The list of contributors is included in chapter Contributors on page \pageref{Contributors}. The licenses GPL, LGPL and GFDL are included in chapter Licenses on page \pageref{Licenses}, since this book and/or parts of it may or may not be licensed under one or more of these licenses, and thus require inclusion of these licenses. The licenses of the figures are given in the list of figures on page \pageref{ListOfFigures}. This PDF was generated by the \LaTeX{} typesetting  software. The \LaTeX{} source code is included as an attachment ({\tt source.7z.txt}) in this PDF file. To extract the source from the PDF file, we recommend the use of \url{http://www.pdflabs.com/tools/pdftk-the-pdf-toolkit/} utility or clicking the paper clip attachment symbol on the lower left of your PDF Viewer, selecting {\tt Save Attachment}. After extracting it from the PDF file you have to rename it to {\tt source.7z}. To uncompress the resulting archive we recommend the use of \url{http://www.7-zip.org/}. The \LaTeX{} source itself was generated by a program written by Dirk Hünniger, which is freely available under an open source license from \url{http://de.wikibooks.org/wiki/Benutzer:Dirk_Huenniger/wb2pdf}. This distribution also contains a configured version of the {\tt pdflatex 
} compiler with all necessary packages and fonts needed to compile the \LaTeX{} source included in this PDF file. Click on the Icon below to save the attached latex source. \attachfile{source.7z.txt}

}}


\renewcommand{\mysubtitle}[1]{}
\renewcommand{\mymaintitle}[1]{}
\renewcommand{\myauthor}[1]{}

\newenvironment{myshaded}{%
  \def\FrameCommand{ \hskip-2pt \fboxsep=\FrameSep \colorbox{shadecolor}}%
  \MakeFramed {\advance\hsize-\width \FrameRestore}}%
 {\endMakeFramed}








headers/packages1.tex~

% Standard für Formatierung
%\usepackage[utf8]{inputenc} % use \usepackage[utf8]{inputenc} for tex4ht
\usepackage[usenames]{color}
\usepackage{textcomp} 
\usepackage{alltt} 
\usepackage{syntax}
\usepackage{parskip} 
\usepackage[normalem]{ulem}
\usepackage[pdftex,unicode=true]{hyperref}
\usepackage{tocstyle}
\usepackage[defblank]{paralist}
\usepackage{trace}
%\usepackage{bigstrut}
% Minitoc
%\usepackage{minitoc}

% Keystroke
\usepackage{keystroke}
\usepackage{supertabular}

\usepackage{wrapfig}
%\newcommand{\bigs}{\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut{}}







headers/packages2.tex~

% für Zeichensätze


%replacemnt for pslatex
\usepackage{mathptmx}
\usepackage[scaled=.92]{helvet}
\usepackage{courier}


\usepackage[T1]{fontenc} % disable this line for tex4ht

% für Tabellen
\usepackage{multirow}
\usepackage{multicol}
\usepackage{array,ragged2e}
\usepackage{longtable}

% für Kopf- und Fußzeilen, Fußnoten
\usepackage{scrpage2}
\usepackage{footnote}

% für Rahmen
\usepackage{verbatim}
\usepackage{framed}
\usepackage{mdframed}
\usepackage{listings}
\usepackage{lineno}

% für Symbole
\usepackage{amsmath}
\usepackage{amssymb}
\usepackage{amsfonts}

\usepackage{pifont}
\usepackage{marvosym}
\let\Cross\undefined 
\usepackage{fourier-orns}  % disable this line for tex4ht   % für weitere Logos, z.B. \danger

% für Grafik-Einbindung
\usepackage[pdftex]{graphicx}
\usepackage{wasysym}
\let\Square\undefined 

% unklare Verwendung
\usepackage{bbm}
\usepackage{skull}

%arabtex
\usepackage[T1]{tipa}  % disable this line for tex4ht

\usepackage{fancyvrb}
\usepackage{bbding} 
\usepackage{textcomp}
\usepackage[table]{xcolor}
\usepackage{microtype}
\usepackage{lscape}
\usepackage{amsthm}







headers/templates.tex~

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newcommand{\CPPAuthorsTemplate}[4]{
\LaTeXZeroBoxTemplate{
The following people are authors to this book:

#3

You can verify who has contributed to this book by examining the history logs at Wikibooks (http://en.wikibooks.org/).

Acknowledgment is given for using some contents from other works like #1, as from the authors #2.

The above authors release their work under the following license:

This work is licensed under the Creative Commons Attribution-Share Alike 3.0 Unported license. In short: you are free to share and to make derivatives of this work under the conditions that you appropriately attribute it, and that you only distribute it under the same, similar or a compatible license. Any of the above conditions can be waived if you get permission from the copyright holder.
Unless otherwise noted, #4 used in this book have their own copyright, may use different licenses than the one used here, and were not created by the above authors. The authors, contributors, and licenses used should be acknowledged separately.}
}


\newcommand{\tlTemplate}[1]{{\{\{{\ttfamily #1}\}\}}}

\newcommand{\matrixdimTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
{\bfseries Matrix Dimensions: }\\
A: $p \times p$ \\
B:  $p \times q$\\
C:  $r \times p$\\
D:  $r \times q$\\
\end{myshaded}
}

\newcommand{\matlabTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This operation can be performed using this MATLAB command:
{\ttfamily #1}
\end{myshaded}}

\newcommand{\PrintUnitPage}[3]{\pagebreak
\begin{flushleft}
{\bfseries \Large #1}
\end{flushleft}

\begin{longtable}{>{\RaggedRight}p{0.5\linewidth}>{\RaggedRight}p{0.5\linewidth}}
& #2
\end{longtable}}

\newcommand{\LaTeXCodeTipTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
#1 \\
#2 \\
#3
\end{myshaded}
}

\newcommand{\DisassemblySyntax}[1]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This code example uses #1 Syntax
\end{myshaded}}


\newcommand{\LaTeXDeutschTemplate}[1]{ {\bfseries deutsch:} #1 }



\newcommand{\LaTeXNullTemplate}[1]{}
\newcommand{\LatexSymbol}[1]{\LaTeX}

\newcommand{\LaTeXDoubleBoxTemplate}[2]{

\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}
\end{minipage}

}


\newcommand{\LaTeXSimpleBoxTemplate}[2]{
{\bfseries #1} \\
#2
}

\newcommand{\SolutionBoxTemplate}[2]{
#2
}


\newcommand{\LaTeXDoubleBoxOpenTemplate}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}

}


\newcommand{\LaTeXLatinExcerciseTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries Excercise: #1} \\
#2 \\
{\bfseries Solution}
#3
\end{myshaded}

}


\newcommand{\LaTeXShadedColorBoxTemplate}[2]{
{\linewidth}#1\begin{myshaded}
#2
\end{myshaded}
}


\newcommand{\LaTeXZeroBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
\end{minipage}
}

\newcommand{\LaTeXZeroBoxOpenTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
}

\newcommand{\PDFLink}[1]{
\textbf{PDF} #1
}

\newcommand{\SonnensystemFakten}[3]{
#1 \\
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #2}  \\
#3 \\
\end{myshaded}
}


\newcommand{\VorlageReferenzenEintrag}[3]{
\begin{longtable}{p{0.2\linewidth}p{0.6\linewidth}}

{[\bfseries #1]} & {\itshape #2} #3 \\
\end{longtable}

}

\newcommand{\MBOX}[3]{\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
\begin{longtable}{p{0.2\linewidth}p{0.8\linewidth}}
#1 & #2 \\
\end{longtable}
\end{myshaded}}



\newcommand{\LaTeXIdentityTemplate}[1]{#1
}

\newcommand{\TychoBrahe}[1]{Tycho Brahe}

\newcommand{\LaTeXPlainBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded} 
#1
\end{myshaded}
\end{minipage}
}


\newcommand{\Hinweis}[1]{
\begin{TemplateInfo}{{\Huge \textcircled{\LARGE !}}}{Hinweis}
#1
\end{TemplateInfo}}



\newcommand{\LaTexInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}}

\newcommand{\EqnTemplate}[1]{
\begin{flushright}
\textbf{[#1]}
\end{flushright}}

\newcommand{\RefTemplate}[1]{[#1]}


\newcommand{\LaTeXGCCTakeTemplate}[1]{
\LaTeXDoubleBoxTemplate{Take home:}{#1}
}

\newcommand{\LaTeXEditorNote}[1]{\LaTeXDoubleBoxTemplate{Editor's note}{#1}}

\newcommand{\BNPForVersion}[1]{
\LaTeXInfoTemplateOne{Applicable Blender version: #1}
}

\newcommand{\LaTeXInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}
}


\newcommand{\LaTexHelpFulHintTemplate}[1]{
\LaTeXDoubleBoxTemplate{Helpful Hint:}{#1}
}

\newcommand{\MyLaTeXTemplate}[3]{
\LaTeXDoubleBoxTemplate{MyLaTeXTemplate1:}{#1 \\ #2 \\ #3}
}

\newcommand{\TemplatePreformat}[1]{
\par
\begin{scriptsize}
%\setlength{\baselineskip}{0.9\baselineskip}
\ttfamily
#1
\par
\end{scriptsize}
}

\newcommand{\TemplateSpaceIndent}[1]{
\begin{scriptsize}
\begin{framed}
\ttfamily
#1
\end{framed}
\end{scriptsize}
}

\newcommand{\GenericColorBox}[2]
{
\newline
\begin{tabular}[t]{p{0.6cm}p{4cm}}
#1&#2\\  
\end{tabular}
}

\newcommand{\legendNamedColorBox}[2]
{
  \GenericColorBox{
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{#1}{
          \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}

\newcommand{\legendColorBox}[2]
{
  \GenericColorBox{
    \definecolor{tempColor}{rgb}{#1}
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{tempColor}{
           \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}



%\newcommand{\ubung} {{\LARGE $\triangleright$}}
\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}\,}

\newcommand{\TemplateSource}[1]
{
%\begin{TemplateCodeInside}{}{\baselineskip}{\baselineskip}{}{}{true}
\begin{scriptsize}
\begin{myshaded}\ttfamily
#1
\end{myshaded}
\end{scriptsize}
%\end{TemplateCodeInside}
}


\newenvironment{TemplateInfo}[2]
% no more parameters
%****************************************************
% Template Info
% Kasten mit Logo, Titelzeile, Text
% kann für folgende Wiki-Vorlagen benutzt werden:
%          Vorlage:merke, Vorlage:Achtung u.ä.
%
% #1 Logo  (optional) default: \Info
% #2 Titel (optional) default: Information; könnte theoretisch auch leer sein,
%                     das ist aber wegen des Logos nicht sinnvoll
%****************************************************
{
% Definition des Kastens mit Standardwerten
% u.U. ist linewidth=1pt erorderlich
\begin{mdframed}[ skipabove=\baselineskip, skipbelow=\baselineskip,
linewidth=1pt,
innertopmargin=0, innerbottommargin=0 ]
% linksbündig ist besser, weil es in der Regel wenige Zeilen sind, die teilweise kurz sind
\begin{flushleft}
% Überschrift größer darstellen
\begin{Large}
% #1 wird als Logo verwendet, Vorgabe ist \Info aus marvosym
%    für andere Logos muss ggf. das Package eingebunden werden
%    das Logo kann auch mit einer Größe verbunden werden, z.B. \LARGE\danger als #1
{#1 } \
% #2 wird als Titelzeile verwendet, Vorgabe ist 'Information'
{\bfseries #2}
\medskip \end{Large} \\
} % Ende der begin-Anweisungen, es folgenden die end-Anweisungen
{ \end{flushleft}\end{mdframed} }


\newcommand{\TemplateHeaderExercise}[3]
% no more parameters
%****************************************************
% Template Header Exercise
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
% ist gedacht für folgende Wiki-Vorlage:
%          Vorlage:Übung4
% kann genauso für den Aufgaben-Teil folgender Vorlagen verwendet werden:
%          Vorlage:Übung    (wird zz. nur einmal benutzt)
%          Vorlage:Übung2   (wird zz. gar nicht benutzt)
%          Vorlage:Übung3   (wird zz. in 2 Büchern häufig benutzt)
%          C++-Programmierung/ Vorlage:Aufgabe  (wird zz. nur selten benutzt,
%                            ist in LatexRenderer.hs schon erledigt)
%
% #1 Text   (optional) 'Aufgabe' oder 'Übung', kann auch leer sein
% #2 Nummer (Pflicht)  könnte theoretisch auch leer sein, aber dann sieht die Zeile
%                      seltsam aus; oder die if-Abfragen wären unnötig komplex
% #3 Titel  (optional) Inhaltsangabe der Aufgabe, kann auch leer sein
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}
 
\newcommand{\TemplateHeaderSolution}[3]
% no more parameters
%****************************************************
% Template Header Solution
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
%
% ist gedacht für den Lösungen-Teil der Vorlagen und wird genauso
% verwendet wie \TemplateHeaderExercise
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, Lösung zu #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}

\newcommand{\TemplateUbungDrei}[4]
{
\TemplateHeaderExercise{Übung}{#1}{#2}
#3
\TemplateHeaderSolution{Übung}{#1}{#2}
#4
}

\newcommand{\Mywrapfigure}[2]
{
\begin{wrapfigure}{r}{#1\textwidth}
\begin{center}
#2
\end{center}
\end{wrapfigure}
}



\newcommand{\Mymakebox}[2]
{
\begin{minipage}{#1\textwidth}
#2
\end{minipage}
}

\newcommand{\MyBlau}[1]{
\textcolor{darkblue}{#1}
} 
\newcommand{\MyRot}[1]{
\textcolor{red}{#1}
} 
\newcommand{\MyGrun}[1]{
\textcolor{mydarkgreen}{#1}
} 
\newcommand{\MyBg}[2]{
\fcolorbox{#1}{#1}{#2} 
} 

\newcommand{\BNPModule}[1]{
the "#1" module
} 


\newcommand{\LaTeXMerkeZweiTemplate}[1]{\LaTeXDoubleBoxTemplate{Merke}{#1}}

\newcommand{\LaTeXDefinitionTemplate}[1]{\LaTeXDoubleBoxTemplate{Definition}{#1}}

\newcommand{\LaTeXAnorganischeChemieFuerSchuelerVorlageMerksatzTemplate}[1]{\LaTeXDoubleBoxTemplate{Merksatz}{#1}}

\newcommand{\LaTeXTextTemplate}[1]{\LaTeXDoubleBoxTemplate{}{#1}}

\newcommand{\LaTeXExampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXexampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXPTPBoxTemplate}[1]{\LaTeXDoubleBoxTemplate{Points to ponder:}{#1}}

\newcommand{\LaTeXNOTETemplate}[2]{\LaTeXDoubleBoxTemplate{Note:}{#1 #2}}

\newcommand{\LaTeXNotizTemplate}[1]{\LaTeXDoubleBoxTemplate{Notiz:}{#1}}

\newcommand{\LaTeXbodynoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXcquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXCquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXSideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXsideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXExercisesTemplate}[1]{\LaTeXDoubleBoxTemplate{Exercises:}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageTippTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}

\newcommand{\LaTeXTipTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}
\newcommand{\LaTeXUnknownTemplate}[1]{unknown}

\newcommand{\LaTeXCppProgrammierungVorlageHinweisTemplate}[1]{\LaTeXDoubleBoxTemplate{Hinweis}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageSpaeterImBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Thema wird später näher erläutert...}{#1}}

\newcommand{\SGreen}[1]{This page uses material from Dr. Sheldon Green's Hypertext Help with LaTeX.}
\newcommand{\ARoberts}[1]{This page uses material from Andy Roberts' Getting to grips with LaTeX with permission from the author.}

\newcommand{\LaTeXCppProgrammierungVorlageAnderesBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Buchempfehlung}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageNichtNaeherBeschriebenTemplate}[1]{\LaTeXDoubleBoxTemplate{Nicht Thema dieses Buches...}{#1}}

\newcommand{\LaTeXPythonUnterLinuxVorlagenVorlageDetailsTemplate}[1]{\LaTeXDoubleBoxTemplate{Details}{#1}}

\newcommand{\LaTeXChapterTemplate}[1]{\chapter{#1}
\myminitoc
}

\newcommand{\Sample}[2]{
\begin{longtable}{|p{\linewidth}|}
\hline
#1 \\ \hline
#2 \\ \hline
\end{longtable}
}

\newcommand{\Syntax}[1]{
\LaTeXDoubleBoxTemplate{Syntax}{#1}}


\newcommand{\LaTeXTT}[1]{{\ttfamily #1}}
\newcommand{\LaTeXBF}[1]{{\bfseries #1}}
\newcommand{\LaTeXCenter}[1]{
\begin{center}
#1
\end{center}}


\newcommand{\BNPManual}[2]{The Blender Manual page on #1 at \url{http://wiki.blender.org/index.php/Doc:Manual/#1}}
\newcommand{\BNPWeb}[2]{#1 at \url{#2}}

\newcommand{\Noframecenter}[2]{
\begin{tablular}{p{\linewidth}}
#2\\ 
#1 
\end{tabluar}
}


\newcommand{\LaTeXTTUlineTemplate}[1]{{\ttfamily \uline{#1}}
}



\newcommand{\PythonUnterLinuxDenulltails}[1]{
\begin{tabular}{|p{\linewidth}|}\hline
\textbf{Denulltails} \\ \hline
#1 \\ \hline 
\end{tabular}}

\newcommand{\GNURTip}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
\textbf{Tip} \\ \hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlUebung}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlNotiz}[1]{
\begin{table}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{table}}

\newcommand{\ACFSZusatz}[1]{\textbf{ Zusatzinformation }}
\newcommand{\ACFSVorlageB}[1]{\textbf{ Beobachtung }}
\newcommand{\ACFSVorlageV}[1]{\textbf{ Versuchsbeschreibung }}
\newcommand{\TemplateHeaderSolutionUebung}[2]{\TemplateHeaderSolution{Übung}{#1}{#2}}
\newcommand{\TemplateHeaderExerciseUebung}[2]{\TemplateHeaderExercise{Übung}{#1}{#2}}

\newcommand{\ChemTemplate}[9]{\texttt{     
#1#2#3#4#5#6#7#8#9}}


\newcommand{\WaningTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warning}
#1
\end{TemplateInfo}}


\newcommand{\WarnungTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warnung}
#1
\end{TemplateInfo}}


\newcommand{\BlenderAlignedToViewIssue}[1]{     
\begin{TemplateInfo}{\danger}{Blender3d Aligned to view issue}
This tutorial relies on objects being created so that they are aligned to the view that you’re looking through. Versions 2.48 and above have changed the way this works. Visit Aligned (\url{http://en.wikibooks.org/wiki/Blender_3D:_Noob_to_Pro/Aligned_to_view_issue}) to view issue to understand the settings that need to be changed.
\end{TemplateInfo}}


\newcommand{\BlenderVersion}[1]{     
{\itshape Diese Seite bezieht sich auf }{\bfseries \quad Blender Version #1}}

\newcommand{\Literal}[1]{{\itshape #1}}

\newcommand{\JavaIllustration}[3]{
\begin{tablular}
{Figure #1: #2}
\\
#3
\end{ltablular}
}

\newcommand{\PDFLink}[1]{#1 PDF}

\newcommand{\Ja}[1]{\Checkmark {\bfseries Ja}}
\newcommand{\Nein}[1]{\XSolidBrush {\bfseries Nein}}

\newcommand{\SVGVersions}[8]{
{\scriptsize
\begin{tabular}{|p{0.45\linewidth}|p{0.13\linewidth}|}\hline
Squiggle (Batik) & #1 \\ \hline
Opera (Presto) & #2 \\ \hline
Firefox (Gecko; auch SeaMonkey, Iceape, Iceweasel etc) & #3 \\ \hline
Konqueror (KSVG) & #4 \\ \hline
Safari (Webkit) & #5 \\ \hline
Chrome (Webkit) & #6 \\ \hline
Microsoft Internet Explorer (Trident) & #7 \\ \hline
librsvg & #8 \\\hline
\end{tabular}}

}


\theoremstyle{plain}
\newtheorem{satz}{Satz}
\newtheorem{beweis}{Beweis}
\newtheorem{beispiel}{Beispiel}

\theoremstyle{definition}
\newtheorem{mydef}{Definition}

\newcommand{\NFSatz}[2]{\begin{satz}#1\end{satz}#2}

\newcommand{\NFDef}[2]{\begin{mydef}#1\end{mydef}#2}

\newcommand{\NFBeweis}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFBeispiel}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFFrage}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{#1}: #2} \\
#3
\end{myshaded}

}

\newcommand{\NFFrageB}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{Frage}: #1} \\
#2
\end{myshaded}

}


\newcommand{\NFVertiefung}[1]{
{\bfseries Vertiefung:} \\
Der Inhalt des folgenden Abschnitts ist eine Vertiefung des Stoffes. Für die nächsten Kapitel ist es nicht notwendig, dass du dieses Kapitel gelesen hast.

}
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